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1. Abstract.

This paper describes the decoding part in derlingual system for man-machine communicationnatural
language. It is based on the Universal Networkirapduage (UNL) framework. Given a semantic netwdrt t
represents a relation between a number of concdysnetwork can be decoded (or ‘DeConverted’ MLUechnical
terms) back to any natural language. This dependsi® existence of a dictionary and a grammarHerlanguage to
which this network is to be decoded. The rolehef dictionary is to find the word in which a giveancept is to be
expressed. The role of the grammar is to arrangentides or the concepts of the network in a wal ghaduces a
syntactically well-formed sentence in the targeglaage. The paper addresses the overall techhigetige of both the
grammar and the dictionary used in the DeConvesioness of the UNL network to generate Arabic texaddition it
will describe different challenges faced in makihig mission feasible.

2. Introduction.

Natural language generation (NLG) is a subfafl€Computational Linguistics that focuses on teeearation of texts
(spoken or written) in natural languages from samderlying non-linguistic representation of infoitioa, generally
from databases or knowledge sources, i.e. from cbeninternal representations of information. NL&Gviewed as
being amore difficult area to work in than languagealysis. For language analysis, the linguistiverg a set of data
(strings of the language) to work with, while fanbuage generation, the linguist has ideas and pheat need to be
turned into language. So it is not accurate to Jievguage generation as the reverse of the lancarsagsis (Klavans
1997).

While everyone speaks a language, not everypeaks it equally; there are substantial differecaBacerning its
speed of learning, and its ease and success ofHase.language works in our mind is still a mysteapd some
researchers consider the construction of NLG systera methodology for helping in unravel that mys#ock et al
(1998). Others consider NLG as an approach to emvis number of different purposes, including staddzed and/or
multi-lingual reports, summaries, machine transtatidialogue applications, and embedding in mulidia and
hypertext environments (Paris (1991)). Consequettily automated production of language is assatiaith a large
number of highly diverse tasks whose appropriaghestration in high quality poses a variety of tetioal and
practical problems. Relevant issues include consefgction, text organization, production of rafegrexpressions,
aggregation, lexicalization, and surface realizgtas well as coordination with other media.

In NLG, the system needs to take decisions alhowtto put a concept into words, and of coursg ithdifferent from
the language understanding where as in naturab&ge understanding the system needs to disambithet@put
sentence to produce the machine representatiomdgeg for Natural language generation (NLG) onlgospts and
ideas are available to work with, choices of wofldgical items) and syntactic structures are apfdecisions to be
made in building a text. NLG requires many kindegpertise: Knowledge of the domains (what to sdguvant to the
situation), knowledge of the language (lexicon,ngmear, semantics) and strategic rhetorical knowleige how to
achieve communicative goals, text types, style)rédaer NLG requires engineering system to decompegeesent
and coordinate the processing of all this informati
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Architecture of NLG system needs to include lew planning and merging of information to enathle generation
of text that looks natural and does not becometitefge Typical types of information are (ReitercaDale (2000)):

¢ Content determination: Determination of the salient features that aretkvbeing said. Methods used in this
stage are related to data mining.

< Discourse planning Overall organization of the information to convey

e Sentence aggregatianMerging of similar sentences to improve readgb#dind naturalness. For example, the
sentences "The next train is the Caledonian Exprass "The next train leaves Aberdeen at 10 am" lwan
aggregated to form "The next train, which leavesOaam, is the Caledonian express".

e Lexicalization: Putting words to the concepts.

« Referring expression generation Linking words in the sentences by introducingrmruns and other types of
means of reference.

e Syntactic and morphological realization This stage is the inverse of parsing: given ha# tnformation
collected above, syntactic and morphological ralesapplied to produce the surface string.

e Orthographic realization: Matters like casing, punctuation, and formattamg resolved.

Different types of generation techniques can bssifi@d into four main categories (Konrad (20043h{ et al. (1999),
andCole et al (1996)

« Canned text systemgonstitute the simplest approach for single-ser@eand multi-sentence text generation.
They are trivial to create, but very inflexible aace very wasteful. This approach is used in th@ritg of
software: the system simply prints a string of weowithout any change (error messages, warningserdet
etc.).

« Template systemsthe next level of sophistication, rely on the aggtion of pre-defined templates or schemas

and are able to support flexible alterations. Thenglate approach is used mainly for multi-sentence

generation, particularly in applications whose seatte fairly regular in structure.

« Phrase-based systemsmploy what can be seen as generalized templateach systems, a phrasal pattern is
first selected to match the top level of the inpuitgl then each part of the pattern is recursivehaeded into a
more specific phrasal pattern that matches sompostibn of the input. At the sentence level, theagks
resemble phrase structure grammar rules and aigheurse level they play the role of text plans.

« Feature-based systemswhich are as yet restricted to single-sentenceerggion, represent each possible
minimal alternative of expression by a single featAccordingly, each sentence is specified by igueset
of features.

This paper describes the decoding (generatiomjuhe in a man-machine communication system thaeigaes
Arabic text from a hyper semantic network that icaded within the Universal Networking Language (YN
framework (the encoding module is presented in #day et al (2006) in this volume). It is organizasl follows:
Section 3 summarizes what the Universal Networkiagguage is. Section 4 describes the structurdnefArabic
dictionary used in the DeConversion process. Sed&itraces the application of DeConversion ruliéshte Arabic text
has been generated. Section 6 presents a conchusibfuture work.

3. The Universal Networking Language.

Universal Networking Language (UNL) developedJ&NU (United Nations University) is a formal larege for
representing the meaning of natural language seeserThis language is assumed to express meamirne isame
standardized way as HTML presents its layout. ALUXpression is a (possibly) cyclic graph compostdodes
connected by semantic relations. Nodes, or Univévsads (UWs) are words loaned from English anduibiguated
by their positioning in a knowledge base (KB) oihceptual hierarchies. Function words, such as mhters and
auxiliaries are represented in the form of attisuto UWs, provided that these function words doute to the
meaning and are not syntactically motivated. Eaglation is labeled with one of the possible labesdiptors.
Relations that link UWs are labeled with semantiles of the type such as agent, object, experieiicee, place,
cause, which characterize the relationships betweeoncepts participating in the events or stateatural language
sentence may denote. A simplified example of a Udbression, as shown graphically in Figure (1),wshthe
different components of a UNL expression of theeece “| hear a dog parking outside”.
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Figure (1): An example of a UNL graph.

As a result of this standardized meaning repretientadlocuments no longer need to be multipliedrigter to represent
the content in different natural languages (Uchiti@96), Uchida et al (2002a), Uchida et al (2005)e meaning
representation is directly available to retrievall@andexing mechanisms and tools for automatic sarmimg and
knowledge extraction, and it will be converted toadural language only when communicating with eman user. The
task of the presentation of a UNL web-page to a wsdr will be taken over by a UNL-viewer. In onarooercially
oriented scenario, the UNL-viewer represents a gemeration of web-browser which, in addition toitlzapacities to
handle Java and Java-script, are equipped wittoon@ore national UNL-DeConverter in order to digplhe meaning
content in a national language.

3.1 The UNL DeConverter

The whole UNL System was described in Alansaryale(2006) of this volume. As the current papemiainly
concerned with the DeConversion process from UNRArabic, this section provides more detailed infation about
the ‘UNL DeConverter’ as a language independenegeor (more technical information can be fountahida (1996
and 2002b)). This will help us to follow the dissims given through this paper. DeConverter geesr#rget
sentences of a native language from UNL expressiynspplying DeConversion rules. Figure (2) shovesvh
DeConverter works.
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Figure(2): Flowchart of DeConversion process

Firstly, DeConverter converts DeConversion rulesrfrtext format into binary format, or loads the driy format
DeConversion rules directly if they are alreadypinary format. Secondly, it inputs a sentence ofLUXpressions and
converts it into Node-net, when the word entries aso retrieved from the Word Dictionary using thi¢/ of each
node. Thirdly, it starts to apply rules to the Néidéefrom the initial state (See figure (3)).
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Figure (3): Initial state of the Generation Windows and the Node-net in the DeConversion.

DeConverter applies DeConversion rules to the Nstieand inserts nodes from the Node-net. This @seowill end
when either the Sentence Tail node of the Nodeafigtears in the left Generation Window or the SergeHead node
appears in the right Generation Window (See figdjg
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Figure (4): Final state of the Generation Windows and the Node-list in the DeConversion

4. Building the Arabic Dictionary

A UNL dictionary stores information for a languadeé.stores information concerning what kinds of UWs
(concepts) the language expresses and where tlurds wan be used. A word dictionary stores thevdhg items:

1) Universal words for identifying concepts
2) Word headings for universal words that can expcessepts
3) Information on the linguistic behavior of words

A word dictionary provides information for compugeo understand natural language, and expressmafan in
natural language. A dictionary entry consists afoarespondence between a concept and a word, &mghnation
concerning morphological and syntactic propertiels a0 word when that correspondence was established.

Each entry in the dictionary has the following fatm
[HW] {ID} "UW" (ATTR,...) <FLG,FRE,PRI>;
For example: 3] {1} “boy(icl>person)” (CommonNoun,Sing,Masc....et&A,0,0>;

In building this dictionary, we considered that thead word will be stem based because this maleeddtivation of
plural nouns, for example, easier, without the nafeainother entry in our dictionary to expressgheal noun. In fact,
the design of the Arabic dictionary depends entical the approach by which the Arabic words havenbaealt with.
According to our design, the focus of attentiorgigen to the form of the head word of the entrydezbto fulfill
language analysis and generation tasks adequBteiyg this is twofold: first, it will make it podsie to avoid adding
all possible inflectional and derivational paradigyof each lexical item to the dictionary (e.g. &ast of storing,iesSs
Lie &a | ilaSa etc., onlyesS~ will be stored) (cf. Al-Ansary (2003)). Second,rtonimize the number of entries in the
dictionary which will give more efficiency in thenalysis and generation tasks and minimize the g=icg time. To
reach this target a detailed computational linguishalysis was conducted on the Arabic word fogaging an eye on
both analysis and generation of word forms at #raestime, given the fact that the same dictionhpukl be used in



both analysis and generation. Based on this cortipogd linguistic study the best form of the lexemoebe stored to
represent all its paradigms has been reached.

5. DeConverting UNL networks to Arabic

The DeConverter's generation ability is simitarthat of a tuning machine. It is capable of gatieg all types of
sentences applicable to all languages. Co-occuerexiations between words contribute to a bettedwgelection. This
means it is possible to generate more natural seeseby using co-occurrence relations.

In DeConverting hyper networks to natural laagg the DeConverter transforms the sentence epessby a UNL
expression — i.e., a set of binary relations — entdirected hyper-graph structure called Node-fie¢ root node of a
Node-net is called Entry Node and represents thie pradicate of the sentence. The DeConverter epgéeneration
rules to every node in the Node-net and generatesbrd list in the target language. In this precdbe syntactic
structure is determined by applying syntactic rullerphemes are similarly generated by applying photogical
rules. Given the hyper semantic network:

outcome aoj Basciition obj
outcome(ici>result) ST H . Egypt
@def.@entry lescription(icl=action)
scientist aoj e 2an
scientist(icl>scholar)) ™ more(aoj>thing)
.@entry.@pl >

and
scholar a0j prominent Egypt
scholar(icl=person) prominent(acj>thing) /ol

|
agt accompany t‘.m @
E accompany(agt=thing,obj=thing)
.@past
(7€)j @
.onaparte(iof>person

the DeConverter outputs the following Arabic sentegiven Arabic DeConversion rules and Arabic ditairy:

mod

collaboration agt
collaboration(icl=action)
.@def

s (1798 b @ ilis | saba (pdl) (§5a 0 alle 5 Ealy 150 o S ¢slad Auana juas cuay
5.1 Implementing Arabic Generation Rules

According to our technical design of the Arabic De@erter, it is divided into two stages, hamely $lyatactic stage
and the morphological stage. The syntactic stagésdeith order of words in the node list, while mbological stage
specifies how to form words and deals with agreengamder, number, person and definiteness. Theviolg
subsections will deal with the syntactic stage tnedmorphological stage respectively.

5.1.1 Syntactic rules

Syntactic rules can be divided into two sulgsta namely, determining the main predicate ofstr@ence together
with its modifiers representing the main skeletdrth@ sentence; and the modifiers representingiogls with each
element composing the main structure. The follovangsections will discuss each sub-stage in maselde

5.1.1.1 Determining the main sentence structure

Syntactic rules can be divided into two phaJéwe first phase deals with the main sentence stredhat can be
determined from the input itself, the UNL expressi@he starting node in the UNL network is the fghhode that
refers to the main predicate of the sentence whichmarked “@entry”. The first phase deals with iifging the
modifiers of the main predicate that share it imnfing the main sentence structure. Note that bétthe nodes
representing the main sentence structure and tthesnepresenting modifiers have to be arrangedvayathat conveys
the correct intended meaning of the original sergefrom which the UNL expression has been EnCoadert
Therefore, in organizing our grammar, differentatigins inside UNL networks have been studied tqame for
different possible structures that can be geneiiatédabic. Accordingly, syntactic patterns havebeletermined to be
targets for UNL networks (see figure (5)).
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Figure (5)

However, deciding which syntactic pattern that $tidie selected to generate the main structure df Bpressions is
not an easy task. For example, consider the folgWwiNL expression:

{org}

Oe became increasingly interested in rural follerats

{/org}

{unl}

tim(become(gol>thing,obj>thing,src>thing):0ON.@past@entry, cry(icl>voice):0G. @def)
obj(become(gol>thing,obj>thing,src>thing):0N. @pasi@entry, Oe(iof>person):0K.@topic)
gol(become(gol>thing,obj>thing,src>thing):0ON.@pas@entry, interested in(aoj>thing,obj>thing):17)
man(become(gol>thing,obj>thing,src>thing):0N.@pasi@entry, increasingly:0U)
aoj(silent(aoj>thing):09, cry(icl>voice):0G.@def)

mod(legend(icl>tale):1W.@pl, folk(mod<thing):1R)

aoj(rural(aoj>thing):1L, legend(icl>tale):1W.@pl)

obj(interested in(aoj>thing,obj>thing):17, legemtiiale):1W.@pl)

{funl}

To generate this UNL in Arabic. The following sttue should be selected from the list of
structures listed above in figure (5):

This structure can be selected to DeConvert the @kitression mentioned above to Arabic, therefoeefdfiowing
Arabic sentence can be considered as a possilpatout

el L Zilall 44 puall dia il Jio S50 44 5f sl

What is important here is that the objeeii " is inserted after the ‘entry nodgi=l. This situation
maybe undesirable with another UNL expression tiagt the same type of relations. Consider the
following example:

{org}

nothing similar had ever been attempted before.

{/org}

{unl}

obj(attempt(agt>thing,obj>thing):0U.@complete. @ p@sntry, nothing:00.@topic)
man(attempt(agt>thing,obj>thing):0U.@complete. @ @sntry, ever:09)
tim(attempt(agt>thing,obj>thing):0U.@complete. @ p@gtntry, before(icl>time):14)
aoj(similar(aoj>thing):08, nothing:00.@topic)

{funl}




As the 'Entry node' has the same type of relatmradbj', the node representing the obj relatioyutd inserted after the
entry as happened with the previous situation.rékalt will be the following out put:

(8 e 101 ilas ¢ oY 2ef

However, as it might be noticed, the position & ‘tbbj' in this output makes the sentence seemanttit would be
better if the 'obj' would have been inserted betbee'Entry'. In this case the structure

should be used to generate the following output:
08 e 1 20 Bl o2

In its current state, the grammar is capable ofimigavith situations like these mentioned aboveisThas been
achieved by the sub-classifiaction of conceptsthedietailed description of the environment in whiodes are going
to be inserted.

5.1.1.2 Generating Modifiers:

In this section we will give an overview of teecond sub-stage of the grammar that deals wéhinthertion of
modifiers after the main sentence structure has lgeaerated. One of the challenges faced in thigests when we
have a given node in the semantic network thani@® than one modifier of the same type. For exangansider the
following UNL expression and its graphical repreasgion that follows:

{org}

one of the BA's focal points of concern is the <@cttmentation, digitization, and preservation</chefitage.
{/org}

{unl}

aoj(:01.@entry, one(icl>thing):00.@topic)

obj(:01.@entry, heritage(icl>property):2R)

and:01(preservation(icl>action):2B.@entry.@def, itdigtion(icl>action):1T.@def)
and:01(digitization(icl>action):1T.@def, = documeida{icl>action):1E.@def)
mod(one(icl>thing):00.@topic, point(icl>informatip@M.@pl)

mod(point(icl>information):0OM.@pl, concern(icl>mat):0W)
mod(point(icl>information):0M.@pl, BA(equ>Bibliotlva Alexandrina):0B.@def)
mod(point(icl>information):0M.@pl, focal(mod<thin@G)

{lunl}

heritage(icl>property)

obj

documentation(icl>action)
Cdigitization(icl>action)>

preservation(icl>action)

one(icl>thing)
mod
point(icl>information)

; . BA(equ>Bibliotheca
focal(mod<thing) Alexandrina

As seen the graph above, the node 'point(icl>in&tiom)' has three simultaneous ‘mod’ relations wither nodes.
Therefore, the question now /hich node of the three modifiers should be insefirst? And which node should



follow it? Of course we need a priority in the insertion fvd three modifiers. According to the organizatidroor
grammar the node "focal(mod<thingk~\t-! is inserted first, then "BA(equ>Bibliotheca Aledria)" ' uiSuy) 4o<a !
and finally "concern(icl>matter)aial which has the lowest priority in the insertiorhig will result in generating the
phrase:

(bl (A 4%a) (aladal ) ) slae

Accordingly, the syntactic component of the grameear generate the whole UNL expression above as :
2l o 3all 5 oy IS 8 Jamnill 5 (38 51 il 2 5080y A€ plaial ) glae aal
5.1.2 Morphological Rules

The Morphological stage is the final stage in theCbnversion process that is concerned with thress.akirst,
inserting affixes to the node list to generatefthal form of the entries according to the lingiddieatures attached to
each entry in the dictionary, or according to htités attached to the nodes because of semarditons. Second,
inserting prepositions, attributes, and pronourat tire needed because of the Arabic syntactic tateiaunder
generation. Third, inserting punctuations and spagkenever needed. In the subsequent sections axerywill be
dealt with independently in some more detalil.

5.1.2.1 Inserting Affixes:

As insertion of this type of affix is based on fhatures stored in the dictionary, the featurdsiin are based on the
form of the dictionary entries selected to represifferent paradigms representing lexemes. Fomge, the form of
the augmented defective verbiel” ‘give’ changes according to subject pronouns.r€fare, three forms for this verb
have been selected:

[==] {}"give(agt>thing,obj>action)"(P1.1.2,3V,V1)<A,0>;
[==] {}"give(agt>thing,obj>action)"(P1.1.2,3V,V2)<A,0>;
[+=] {}"give(agt>thing,obj>action)"(P1.1.2,3V,V3)<A,0>;

Each of the entries has given a different codebdoused in selecting the form requires to repretfemtconcept
“give(agt>thing,obj>action)”. In addition, based thre subject a given affix will be added to thech@srd to generate
the realized form. Two types of rules work in coempkntary with different forms representing the sdex@me;
namely, Backtrack rules and message transfer rules.

Back track rules are responsible for rejectimgpmpatible morphemes. For example, in the UNL:
agt(live(agt>thing):09.@entry.@progress, 1:00.@tomi), there is an agent relation betwdime(agt>thing) andl .
When DeConverting this UNL, the engine has to ckdbs correct form of the progressive verb thasgei¢h the first
person singular pronoun. As there are three fotored in the dictionary for the verb ‘live’, theogé, if the form
“Jile” has been selected, the back track rule:

?R{1.1AG<15,15,C1,N1,R2.1,P1:::{1.1AG>15,21,@progss,2V,V1:-V1:}P220;
uil Ll
will be applied to reject the right node. If therfo“Lic” is selected, the back track rule:
?R{1.1AG<15,15,C1,N1,R2.1,P1:::{1.1AG>15,21,@progss,2V,V3:-V3::}P220;
uil s
will be applied to reject the right node as it t8l snorphologically inappropriate to the left nadeSo, in case of
incompatible nodes, backtrack rules redirect thgirento select&&s” with* W, After the correct form of the verb has

been selected, a ‘message transfer rule will gieg to transfer a certain feature to the verbwtych the prefix ¥
will be added. Finally, the output will beis! ul”,

2 Note that the sentence still needs agreement (idegeand definiteness) which will be dealt in thied stage of the
grammar (morphological stage)



5.1.2.2 Inserting Particles:

This stage takes care of inserting nodes that aréncluded in the UNL expression itself but thee aeeded for a
syntactic necessity for the generated language yMelations need a specific preposition to be gateerin thetarget
language. For example, “plc” relation (place) nepdposition &” and “tim” relation (time) needs:/”. In addition,
some concepts in the dictionary imply insertionacpecific preposition with a specific relationy BExample: &iL”
implies the prepositioncs” with “ aoj” relation, and 8«"implies the preposition )" with “gol” relation .

5.1.2.3 Inserting punctuations and spaces:

Punctuation marks are usually expressed in the @ifiression by attributes. These attributes willgeeerated by
inserting punctuation marks in the morphologicahg#h Spaces will be added at the end of the margtwall phase
after inserting all nodes from the node net. Spaeesrate all nodes except nodes that represemsaff

5.1.3 A corpus-based example of the generation press:

In this section a concrete example of the wholeeggtion process to DeConvert a given UNL to Arabitt be
presented. The example will trace rule applicationsvery node till the final output has been otgdi Consider the
following UNL expressiof

{unl}
obj(express(agt>thing,obj>abstract thing):0G.@e@nyast, sense(icl>feeling):0U)
agt(express(agt>thing,obj>abstract thing):0G.@e@past, work(icl>book):0A.@pl)

mod(work(icl>book):0A.@pl, he:00)
mod(work(icl>book):0A.@pl, early(mod<thing):04)
mod(sense(icl>feeling):0U, :01)
mod(sense(icl>feeling):0U, he:0Q)

obj(cause(aoj>thing,obj>thing):29.@past, :01)
and:01(disorientation(icl>state):1Q.@entry.@def, grdéation(icl>phenomenon):1A.@def)
aoj(cause(aoj>thing,obj>thing):29.@past, surrendegghenomenon):2R)
tim(cause(aoj>thing,obj>thing):29.@past, end(ict¥):38.@def)

mod(surrender(icl>phenomenon):2R, Japan:2J)
mod(end(icl>time):38.@def, World War II:3F)
{funl}

which can be represented graphically as:

express(agt>thing,obj>ab
stract thing)@entry
agt 0

bj
sense(icl>feeling)
mod mod

early(mod<thing) mod

— tim
<
mod +

mod

cause(aoj>thing,
obj>thing)

disorientation(icl>stat
e)

surrender(icl>phé
nomenon)

degradation(icl>
phenomenon)

Figure (6)

% This UNL is taken from the C. V. of Kenzaboro @damous Japanese writer who has been awardecbthe Rrize
for literature.



The DeConversion process initiates automaticatiynfthe node "express(agt>thing,obj>abstract thiag)it is marked
as the 'entry' of the network; it represents thennmpaedicate of the sentence. As we see in fig@éetlie node
“express(agt>thing,object>abstract thing)” has' 'egjation with work(icl>book) and 'obj' with "ses(Ecl>feeling)".
Therefore, the main sentence structure is detedraeeording to the following the order:

Therefore the first rule applies is to tag the a8 representing part of the main skeleton oftmence.

Node list
>
. Applied rule
R{::Hp1:::}P1;

degradation(icl>
phenomenon)

surrender(icl>phe
nomenon)

Figure (7)
In figure (7) the left Generation Window is locaire the sentence Head node and the right Generdtiodow is

located on the entry node. As the processinglisrsthe beginning, the applied rule moves the &ation Windows to
the right to be located on the entry and the seetéail as appears in figure (8).

é é Node list
OIEAO]

Q) Applied l; rule
{p1, @entry:+2.2.20BJ> M
mod 5:4p1,+2.2.20BJ<:0bj:"P100;
mod

e

disorientation(icl>st
i ate)

surrender(icl>ph
enomenon)

Figure (8)

In figure (8), the DeConverter applies a righteirin rule to insert the node “sense(icl>feeling}iich is related to
the entry by an 'obj' relation. It can be noted tithough both of the node “sense(icl>feeling)d&work(icl>book)”
have simultaneous relations with the entry but BDeConverter intends to insert “sense(icl>feelingpsfore



“work(icl>book)”. This occurs because, accordingthe design of the grammar, the priority of thg''alde is higher
than that of the 'agt’ rule.

Right node INSERTED

é é/ Node list
e | ol (>

(=) ()
\lod Applied (|, ~ rule

:{>0bj,F7.1,2.2.20BJ>:::}{<0bj,8,2.2.

20BJ<,AN3NP:+N3NP::}P200;

cause(aoj>thing,
obj>thing)

tim

surrender(icl>phé
nomenon)
mod
L

Figure (9)

As a result of rule application, the node“s/” is inserted in the node list, as shown in fig(8gIn addition, the node
“wlaal” js marked to prepare fort” to be inserted in a later stage in the grammar.

é é Node list
@ e | ol

agt mod .
mod |:{p1,@entry::}":+p1:agt:"P100;|
Che ©
cause(aoj>thing, obi L
A degradation(icl>
aoj tim
surrender(icl>phe
nomenon)
mod
ik s

In figure (10), after the 'obj' has been insertb@, left Generation Window is placed on the entgen“ =" and the
right Generation Window placed on thets)". The priority is given the 'agt’ rule to apply.

Figure (10)



Right node INSERTED |
\ v Node list

@ e | Juel| Lubasal| (55
Applied @ rule

L{P1:P2,-P1}{STAIL}P2;

cause(aoj>thing,
obj>thing)

é

-

Figure (11)

In figure (11) the word dwsi” is moved from the node net to the node list. Asré is no other node linked with the
entry, the DeConverted realizes that the main seetstructure has been completed, therefore Gémenatindows
move right to STAIL to start a new phase for inegrtmodifiers. The left shift rule in figure (11)awes Generation

Windows to the beginning of the node list to geteeraodifiers, if exist.

é v Node list

@ e | Jeel| Gulaal| (55

mod
@ Applied JL rule

'R{SHEADXP2}P1;

surrender(icl>p
henomenon)

o

é

Figure (12)

In figure (12) the left Generation Window is on tBEIEAD and the right one is on£” where no relation exists. The
right shift rule in figure (12) moves the flow ofgzessing till the first node that has modifiers baen reached as seen

in figure (13).



é é Node list
Jlaci
Applied JL rule

{p2,"@entry:+2.1.2MOD>::}""PM,22:+p2,
+2.1.2MOD<:mod:"P100;

OIES

mog

early(mod<thing)

cause(aoj>thing,
obj>thing)

surrender(icl>phe
nomenon)

degradation(icl>
phenomenon)

Figure (13)

The rule in figure (13), will insert the modifiecd the left node. It maybe noted that both modifiare linked to the
node ‘Ui with the same relation. To disambiguate which eatiould be inserted first, the priority is giventhe

node that is represented by an adjectival condept the node that is represented by a nominal pbripeonoun).

Therefore, the rule in figure (13) will be appliexdinsert the node ‘early(mod<thing)’$«” as shown in figure (14).

DL
(<) o= | due

I
v @ @ Node list
BSTRIETIVEN Q

Applied JL rule
he

-{>mod,N2,@pl, AN}22,<mod, R1.1:R1.1}p200;

lac |

mod

cause(aoj>thin ™9
g,0bj>thing)
aoj im
surrender(icl>phe -
end(icl>time)

>

In this figure the adjective_<«" has been inserted, the Generation Windows move taghlee” and “wsbsa)”. In this
situation, a massage transfer rule will give adeato the adjective which will enable the morplgidal generation
rules, later on, from inserting the suffix whictfenes to the noun-adjective agreement. Also anothessage transfer
will apply to give a feature to the adjective thimwve the agreement indefiniteness betwelbs, " Sw".

disorientation(i
cl>state)

Q
-{>mod,N2,@pl, AN}22,<mod,"@def. @def}p200;

degradation(icl
>phenomenon

)

Figure (14)



@@ U Q @ @ Node list
(<) | duel] e G (5> | JL

{p2,"@entry,@def:+2.2MOD>,-
@def::}"15,AC1,C3:+p2,+2.2MOD<:mod:"P100;

disorientation(i
cl>state)
and
degradation(icl
>phenomenon
)

Figure (15)

cause(aoj>thin ™\ i
g,0bj>thing)
aoj im
mod& mod
The node “he” remains in the node net in figure) (dBich will be inserted afterwards by applying tide given above.

é é Node list
2 ()

I
mod / mod Applied o rule

@J—Pd‘ﬂf-ibjs-!ﬁ

cause(aoj>thing,
obj>thing)
aoj o ti

surrender(icl>phe
nomenon)

{\@entry,p2,"5:+2.1.1MOD>::}""PM,A22,A5 7
10:+p2,+2.1.1MOD<:mod:"P100;

Figure (16)

In figure (16) the pronouns* has been inserted. As the nodk«i” is no longer connected with any other modifier,
Generation Windows move right to<tss)” and the STAIL. In this situation, the two modifichave been detected with
the node ulwa)”; the first one is a scope and the second is taerthe”. Insertion of the scope has given therjiio
over the insertion of the pronoun. Therefore, tl&bnverter begins generating the scope startimg the@ entry of the

scope (disorientation(icl>state)).
laa)

s

(4 Applied JL rule

"19:+p1,+1.1AND<:and:"{19,p1,@entry:
+Needs_CONJ,+1.1AND>::}P100;

@J:“‘—d\-@ib S

obj degradation(icl>
phenomenon)

ao0j /“cause(aoj>thing,

obj>thing)

surrender(icl>phe
nomenon)

mod tim
mod

Figure (17)

!



In figure (17), the entry of the Scope is movedrirthe node net to the node list. Yet, the entryhefscope still has

other relations with other nodes. The rest of #iations inside the scope is generated by insettg+" in the node
list as seen in figure (18).

OIErEINENE I e S

mod COPE:01 ;
/gb? Applied rule

cause(aoj>thing, :{19,2.1.1MOD>,>mod,F1.1:::¥2.1.1MOD<,<

obj>thing) mod,"NBP:+NBP::}P200;
aoj \{im
™
nomenon)
Figure (18)

As the relation betweensa)” and the scope was ‘mod’, the scope is markeditivaill need a preposition. After the
scope has been generated, the DeConverter retackstd generate the node “he” that is linked dé-)” by a ‘mod’

relation and that has been left before generatiegstope. The rule in figure (98) starts to applgenerate the ‘mod’
relation between “he” and. flus)”,

(<)) e el + e ] o [ 008 I&_@; |

mo COPE:01 Applied JLrule

Che D obj

cause(aoj>thing, {p2,"@entry:+2.2MOD>::}"15,AC1,C3:+p2,+
obj>thing) 2.2MOD<:mod:"P100;

agj im mod
nomenon)
Figure (19)

After the application of the rule in figure (19Metpronouns” appears in the node list as shown in figure (20).

L.

@ﬁd\-«oi o | S| pilal

Applied JL rule

{p2, "@entry:+2.2.20BJ<:0bj:}"*15:4+p2,+2.
2.20BJ>::"P100;

cause(aoj>thing,
obj>thing)

Figure (20)



Afterwards, the Generation Windows moves right® scope and the STAIL where there is a modifréed with the
scope by an ‘obj’ relation, therefore the ruleigufe (20) applies to generate the node “causeffaiojg,obj>thing).

4

e | duwel| o | Sw | lual | o ISCOPE:01
=) I

ao
Applied JL rule surrender(icl>phe
nomenon)
{19, @def, <obj}{22,>0bj,"@def: @def}p200; mod
Japan

Figure (21)

After the insertion of the node=t”, the attribute “@def” has been transferred tivdtn the scope that precedes as it is
definite (figure (21)).

(<) o= | duel 5| S| Gl | » [SCOPEO1] o

aoj
. JL surrender(icl>phe
Applied rule
{p2, @entry:::}""NFP,A23 AXFT:+p mod
2,+NFP:tim:"P100; @

Figure (22)

It is clear in figure (22) that the nodes¥” has two modifiers; the first is linked by ‘aojelation while the second is
linked by a ‘tim’ relation. The ‘tim’ relation hathe priority over the ‘aoj’, therefore the rulefigure (22) applied to

DeConvert the ‘tim’ relation first.
| sl

(x<)| e | duel| o | 5] St | o [SCOPE:01] 5] sles | ()

aoj
- od
. surrender(icl>phe
Applie rule nomenon) W

{p2,"@entry:+2.3A0J>::}""22:+p2,+ mod
2.3A0J<:a0j:"P100; @

Figure (23)

The DeConversion rule in figure (22) moved the nteael(icl>time)’ from the node net and inserte@st ‘s in the
node list as seen in figure(23). Another rule th#es care of the ‘aoj’ relation can be seen inrg(24) in which the
node +>wiul” js inserted into the node list.



e

(<) | o= | duel| o | | ot |+ [SCOPE: O] i | st | s | ()
Applied  Jl, rule ,/mod mod
{2.3A0J> F7.2:::}{<a0j,2. 3A0J<,AN3NP:+N3NP: }P200;  World War Il >

Figure (24)

As “z\" is subcategorized in the dictionary as permittendollowing preposition &”, a message transfer rule is
applied to transfer an attribute from the nogé™to the node #>siul” which will enable the morphological generation
rules, later on, from inserting the prepositigr™before “=>wiuwl” (figure (24). Then, the two Generation Windowd| wi

move to the node worg3-iul” and “sl”.
(<€) o2 |Quel] & | Sse| Gl |+ [SCOPE:01] ] et

Applied 4} rule : mod
{*"@entry,p2,A5:+2.1.1MOD>::}"*"PM,*22,415,210: +p2,

+2.1.1MOD<:mod:"P100;
Figure (25)

Figure (25) shows that the left Generation Windewplaced on the node>.i.\” which still has one modifier and the
right Generation Window is placed on the nog&® which also has one modifier. The rule in thisuiig will generate

the modifier of the left node as shown in figuré)(2
(<<)| s Qe & | Sse| Gl | » [SCOPE:O1] | et | 5
Applied rule %mod

{*@entry,p2,A5:+2.1.1MOD>::}""PM,*22,415,410:+p2,+2.1.1MOD<:mod:"P100;

Figure (26)

The applied rule in figure (26) resulted in insegtithe node uW" after the node>wiu”, In addition, the Generation
Windows shift right focusing on the nodgl&” and the STAIL. Another insertion rule will stad insert the modifier
of the last node in the node lisktll 4uallall o all”,

o [ s Jotant s [SCOPE:01] @t | ot | | st [t aladt [ (5>)

[OJEES

Figure (27)

Figure (27) shows that all the modifiers of the e@dhat share in the main sentence structure seetéd in the node
list. In this situation where the left Generatiorindbw is placed onalll 4wl -l and the right Generation
Window is on STAIL the two Generation Windows mde# direction starting to apply morphological rsle

"
(@)L

e [t » [sCOPE:01] et | et [ s | ot [ iy dpatatt s[>

o

Applied @ rule

A":]1:+25,+p3::"{p3,NFP:-NFP::}P100;

Figure (28)



Figure (28) shows that while the right Generatiomddw is on the node”, the preposition & is inserted before
the word ‘" which during its insertion in the node list, ia$1given a feature to allow for inserting this @spon in

the morphological phase.

S| b | stes | L el el | (55)

@ﬁ; Juel| o | S |uiual| s [sSCOPE:O1

Applied 4} rule
M[ee]:+25,+p3::"{p3,N3NP:-N3NP::}P100;

Figure (29)

The preposition &&” has been inserted in figure (29), and while i &nd right Generation Windows are moving left
are placed on the=" and ‘»3wiul” respectively, the prepositiorn£” is being inserted before the nodéWsiu” which

LTS

has been marked before to allow for inserting™in the morphological stage.

©_w

SCOPE:01] &b | e | pdutiad | Gl | 3 | ol | Al dpallal) oyl @

o

(<) e el & | i |
Applied Jl, rule
MO]+A1,+p3::"p3, @def:A9,/8:-@def::}P100;

Figure (30)

Figure (30) shows that the prepositia" is inserted in the node list while another rulgérts the 3! ” because of the
attribute {@def” the node &L” has been previously marked for in figure (21).

o

(<) o= |l ]+ [ o5 ol

Applied@ rule
| o[ :"]:+A1,+p3::"{p3,NBP:-NBP::}P100; |

SCOPE:01]J)| &l | e | eduiial | gl | 3 | sl | 48 Tallal) o 1| (5>)

Figure (31)

Figure (31) shows that the prepositiame” is inserted in the node list. Generation Windavesitinue moving left till

reaching the Scope and the pronotin An insertion rule will apply aiming at insertirntge preposition<” before the

Scope. * é

@ﬁc Jicl| o | S [stnl] o | ISCOPE:01] 01| ] coe | oottt | i | s | st ] Ay duaa oy @
Applied rule
[771+25.+p5 "(p3.NGNP-NaNP-}P 100}

Figure (32)

After the preposition <" has been inserted, Generation Windows continugimgoleft stopping again by the nodes
“ A" and “ubes)”. As the node &bss)” at an early stage in the grammar has receiveéssage from <" that allows
it for inserting the preposition£”, the rule in figure (32) inserts this prepositibefore the right node.



s

Applied JL rule
J]"]:+A1,+p3::"{p3,@def,A9,48,%4,211,AIDIOM,*>equ,*23,221:-@def,+11::}P100;

<<) e |Jlecl e |obal] o | GSCOPE:01]J) &l | g pdliad | Gl | (8 | (sled | Al dpallall o jall (55

Figure (33)
In figure (33), the Generation Windows move leftiuanother morphological rule applies. As the n6dé«” carries

the UNL attribute ‘.@def’, the rule in figure (3B)serts the definite article)” before the right node.
o | O ssse [ e onl] o | - [SCOPE:01[ 0] gt [ oo | ootecian | o | s [ ot | ot 2 wﬂ\@j

e | e
7Applied4} rule

| :(p3"SCOPE 21,A2.1T1,AP2.2:-A2.1T1::}'[=]-+A2,+p3:"P100; |

db

{"L_PUNCT,ANLNK,P3,A1,"blk,A"SCOPE:+blk::}"[ ]:+blk+p3::"P100;

<<

Figure (34)

Afterwards, Generation Windows focus on the ves™and its agent dwei”, where agreement is needed. Therefore,
first the rule in figure (34) is designed to insiie feminine & before the agent. Then the second above ruléesdtar
add spaces to separate the words of the sentence.

@ el |duel] o | 0] S [ oo ol | o | | SCOPE:01] 1| cts | o] adtesad | G | 8 [ stes | s el ol | ()
Applied{} rule
R{*P1,AP2:::}{P3:::}P1;
b
{AL_PUNCT,ANLNK,P3,*A1,blk,A\SCOPE:+blk::}"[ ]:+blk+p3::"P100;

Figure (35)

After agreement has been established between theavel the subject (figure 35), the grammar treefirtd out other
situations where agreement is needed.

s

Applied JL rule
I {p3,AWith_T,R1.1,@pl!,*R1.2,"ONE,*8,*9,"A2 AWTWO:-R1.1 ,+ETINS::}"[3]:+A2,+p3::"P100; I

| {"L_PUNCT,ANLNK,P3*A1,Ablk, \SCOPE:+blk::}'[ ]:+blk+p3::"P100; |

e & JLAG“ > J

aal| o | < [SCOPE:01]J1| gl | ce | adtuciast | ol | 3 | sl | dustal) duallal g,_.,g\@

Figure (36)

Generation Windows continue moving right until tie# Generation Window is on_&«". The rule in figure (36)
inserts a third person singular feminine suffixcépture noun-adjective agreement.
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Applied @ rule

|:{p3,"V\ﬁth_T,R1 1,°@pl,AR1.2,AONE, 8,9 AA2,"WTWO:-R1.1 ,+ETINS::}"[5]:+A2,+p3::"P100;|

&

| {AL_PUNCT,ANLNK,P3 A1 Ablk ASCOPE:+blk::}'[ J:+blk+p3::"P100; |

Figure (37)

Figure (37) shows that the suffiX’“is inserted after the adjectivefs” as the previous noun is a broken plural.
Generation Windows continue moving right tracingertion of other suffixes. A final morphologicaletis applied to
insert the suffix 8" after the node " as it is marked in the dictionary that it neets tsuffix in case of singular.
Another rule applies to insert a blank space dfters” has been inserted.

e ||t k.—'SCOPEIO1I| I gats] { oo | [ edtesat [ || o [[ cotes |3 | st a1 63
Applieddb  rule
[:03.ADOTINS +DOTINS: ' 1+DOTINS, +P3:(STAILP100;

Figure (38)

o

‘@ﬁ;a Jellaf| O | Sse

In figure (38), the suffix & is actually inserted after the nodgl&”. As the Generation Windows have reached the
STAIL, only punctuation marks need to be insertethe correct places to make the sentence moralkad
Node list

e |[otant o || CISCOPE: 01 ]| I &l || o | |adbacias || il || 8 [] csled | 3] Alid) dalladl o W] (55

o

‘@ﬁr,a Jleefo ]| O | S

Figure (39)

After inserting a full stop by the end of the sew in figure (39), the UNL expression is now fufjgnerated to
Arabic. At this moment, given the following inptite DeConverter gives the output that follows:

Input:

[S:15]

{unl}

obj(express(agt>thing,obj>abstract thing):0G. @e@nyast, sense(icl>feeling):0U)
agt(express(agt>thing,obj>abstract thing):0G. @e@past, work(icl>book):0A.@pl)
mod(work(icl>book):0A.@pl, he:00)

mod(work(icl>book):0A.@pl, early(mod<thing):04)
mod(sense(icl>feeling):0U, :01)
mod(sense(icl>feeling):0U, he:0Q)

obj(cause(aoj>thing,obj>thing):29.@past, :01)
and:01(disorientation(icl>state):1Q.@entry.@def, grdéation(icl>phenomenon):1A.@def)
aoj(cause(aoj>thing,obj>thing):29.@past, surrendegghenomenon):2R)
tim(cause(aoj>thing,obj>thing):29.@past, end(ictr):38.@def)
mod(surrender(icl>phenomenon):2R, Japan:2J)

mod(end(icl>time):38.@def, World War I1:3F)

{funl}

[’S]

Output:

[S:15]
Al Aadladl sl Al ‘_g Skl poliial e GJL’J\ Sl Y 5 JYIYL alia) e 5 _Suall Alaef e e
;Time 0.2 Sec



To evaluate this output, the original sentence fwamch the UNL expression above is enconvertedbmanonsidered.
The original sentence i84is early works expressed his sense of the degradand disorientation caused by Japan’s
surrender at the end of World War lIComparing the original with the generated senteatwave reflects that the
generated sentence does not deviate, in neithendla@ing nor the focus, from the original senteiitis underlies the
high-quality output of the generation grammar.

6. Conclusion

Using the UNL system with its language composéhthas been proved to be a powerful environmentnan
machine communication. It enables natural langydgmomena to be expressed in formal semantic framkewhich
enables computers to understand natural langudfjthe UNL is added to the network platforms, ttemmunication
status will be changed. UNL will make the commuti@maamong people through different Natural Langsagossible,
which will share information and provide a commatueational environment as language is an essegdialof the
communication process. Communication between diffenations will be easier since language barvidi$e broken.
Breaking language barriers, in turn, will resulf far example, a) encouraging mutual understandimgng different
cultures which is one of the ultimate goals of UMlure, using foreign languages will make nationshgough the risk
of loosing a big part of their culture; consequgnds time goes, their roots will be lost as welith the existence of
UNL this risk will not exist; b) communication thugh UNL will make the mission of international onggations, like
United Nations and UNESCO, easier as they are coadeabout all people with different mother tonguese of the
main problems faced in the exchange of informaktietween the organizations and different natiorikésexistence of
language barriers.

On the other hand, other machine translatioregsystwill not be able to provide such environmemteducation and
exchange of information as they are away from usiaiéy. They will never be inter-lingual. This Wihake their value
limited to only the one or two languages involvadhe translation. Consequently, communication theddistribution
of information will be negatively affected. Howevene drawback can be that UNL has not yet conceaged fully
automatic machine translation system.

The Arabic language could successfully be gtedrfrom UNL hyper semantic networks with a higigike of
accuracy. The main skeleton of Arabic sentenaecttre has been handled however many problems meunaiolved
such as generating passive structures, correctiogdef modifiers of the same type, selecting tleerect word
representing universal words which represents thia challenges of the future work.
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