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1. Abstract.

It could be true that any attempt to build ategn to process the content of a given text wriitea given language
will be faced by tackling language analysis tasks.reach the semantic representation of any seatdéhe system
should be enriched with a technique for lexical ayhtactic disambiguation. Having finished with saic
representation, the system should be able to rivsgize the semantic representation into anothmrpsable sentence
in the target language. However, it is not thalyethere are many problems that need to be satvbdth the analysis
and synthesis processes.

To avoid the pitfalls associated with approactetying on intermediate representations, e.gtasyit tree, this paper
presents an approach on which processing Arabitengnand even the exchange of information amonguages,
starts directly from a semantic layer without pagsthrough the level of syntax. The approach ersoflebic
structures into a set of semantic relations betwseset of nodes representing the elements (wofd¥lecsentence as
concepts. Once the concepts are built, the rekti@ween them are determined and can be decodéadtagny other
language.

The grammar for the encoding process is impléetkrin Universal Networking Language (UNL); it eteb
computers to understand natural languages whidhnveike it possible for humans to communicate witlichines in
natural language. Encoding Arabic sentences indesfnsemantic networks depends mainly on holdirgathroles
between different arguments (the participants @& @vent or situation) included in the sentence.rdfoee, the
arguments of the predicates of the natural langaagelassified into a closed set of types whicketadifferent status
in the grammar.

2. Introduction.

The need for efficient and instantaneous inffam exchange across languages is growing by alge lthas been
hoped that this exchange of information can oceuthie native language of the user. Also, most ef ¢hrrent
documents, representing scientific and educationfarmation, are written in English or in a numbef other
languages. This makes the benefits of these dodsnfienited to the native speakers of these langsiagen-native
speakers of these languages have to learn thene wble to use these documents. However, it wouldrbat if
everyone can access these documents in everyoattismongue.

Many distinct approaches have been used to aitoprocessing content between NLs. Perhaps, tls¢ obwious
approach is to use an intermediate representaigna syntax tree. For example, to process Engligherman could
start with an English grammar to produce syntaggrénputting an English sentence using an Engdgisitcon should
produce a syntax tree for the English input (forrendetailed problems of syntactically based machiaaslation
systems cf. Al-Ansary and El-Kareh (2004a)). Thas® words (lexemes) in the tree could then be edpp their
German equivalents, and the resulting syntax we&erman could be put back through the grammangues German
lexicon) to yield a German sentence (Hutchins €1892), Eynde (1993), Arnold (1994) and Nirenbatal (2003)).
For some pairs of sentences this kind of approdedrlg works. Note that to translate among a sdapnfjuages we
need a ‘translation lexicon’ for each pair, so I0rlanguages we would need 90 such lexicons. diitiad, we would
need different grammars, since word orders diffabag languages. Attractive though it seems, thelevapproach is

! This work was carried out within Ibrahim ShihateaBic-UNL Center (ISAUC) hosted by Bibliotheca Assdrina
(BA) and managed by its affiliated research ceriter,International School of Information Sciencglfl). The project
is funded by the Arab Fund for Economic and Sdomvelopment, Kuwait. ISAUC is playing a major ratedesigning
and implementing the Arabic language tools to adrmactive language center for Arabic.



fundamentally defective because of two reasons. First, it is not posdiblanslate lexemes 1:1 between languages
because of lexical ambiguities. In every languageds have ranges of meaning, but the ranges difarexample, in
English, ‘wood' has two quite distinct meaning® flubstance of which trees are composed, and a pfeland on
which trees grow. Translation into French can (appy) be 1:1 because the French word 'bois' hassame two
meanings. But German has two distinct words: 'Higz'the substance and ‘Wald’ for the piece of laHénce, the
sentence: 'The man sees the wood' can be trangtabeBrench by the method described above, buimotGerman.
As a minimum, then, contextual information from gemtence and passage being translated will beedgedietermine
the correct translation of the lexemes. Howevegnethis does not work. Consider the sentence '$hait a wood,
that's a forest'. This can be translated into Fnegs'Ce n’est pas un bois, c’est un forét', siremch, like English, has
words for small and large pieces of land coveretth wees. However, German uses only the single Wéattl. So how
could the English and French sentences be tradslafieinto German? Even with contextual informati@rl word
translation is not possible. Second, different leages, even within the same language family, uereint syntactic
structures to convey the ‘same’ meaning. For exanthe normal way of saying 'l like dancing ' ina8ish or Modern
Greek demands the use of a totally different stmectThe literal translation of the Spanish 'metgumilar’ is ‘me it-
pleases to-dance’; the literal translation of threg& 'mou aresi na horevo' is ‘of-me it-pleaselsdance’. It is possible
to imagine the method described above translatatgiden the Spanish and Greek sentences, but meedretEnglish
and either of the other two languages (Dorr (1993))

Each language needs its own grammar and lexicoh dkaerate its own syntax tree (or other internmtedia
representation). Each pair of languages then nigedsvn translation lexicon (which will need inplubm semantic-
based processing of the sentence and the passdgetmine context), and its own translation r@¥esich will specify
appropriate changes of syntax for some semantitadjyivalent’ sentences). But for 10 languages we fhave 10
Grammars, 10 Lexicons, 90 translation lexicons@hdets of translation rules, plus the need foraggim processing in
each language.

The situation will be completely different with tHéNL. The UNL is a formalism for computers that used to
represent sentences considering their logicalioglgtwithout lexical and syntactic ambiguities (seetion 3). It has
been designed to intermediate between natural &gegu allowing people with different native language
communicate with each other over the net everyiorgs own native language (Uchida (2001)). TFenes it could
be very powerful if it can be used to process thietent of any text whatever the language of thé iekecause it is
free of lexical ambiguities as it works with “Unigal Words”; this represents universal conceptaindigss of any
language. If it exists in a given Natural Langu#lugt a lexical item has more than one meaning, esdming will be
represented in UNL as a completely different UréakrWord. This means that we can translate 1:1ntex& two
languages safely if both lexemes have the sameédsal Word'. In this concern UNL can be considezednomic in
the sense that only 10 translation dictionaried bé needed to translate among 10 languages, thstbahe 90
translation lexicons needed in the other approagd by other systems. This way, UNL can break laggwarriers
and contribute in minimizing the digital divide (Au2001), Galinski (2001)), building infrastructufer human-
machine communication in natural language (Haugs@99, 2001)), and building information societiddogtviloff
(2001)). Therefore, we can live all together in typerspace communicating with each other throughhimes in our
native languages.

The Bibliotheca Alexandrina (BA) is dedicatedrecapture the spirit of the ancient Library déxandria, a center

of excellence for world learning. The Library ansl affiliated research center, the Internationdlddt of Information
Science (ISIS), are devoted to using the newes$intdogy to build a universal digital library acciéds to people
worldwide. ISIS has worked on a number of projectsh as the Million Book Project Saleh et al (20@%gitizing over
27,000 books and publishing them in searchable famtime. Other projects include the Nasser Didiiarary Eldakar
et al (2005), which contains thousands of digiesaurces in multiple formats, the Dar Al-Hilal Qiigation project,
Description de I'Egypte, and other projects reldtethe Digital Library of the Modern History of igt. Moreover,
ISIS has been working on integrating all the Lipmmrdigital assets into a huge Digital Assets Riépns (DAR)?,
providing public access to digitized collectionsotigh web-based search and browsing facilities hesddeveloped the
Universal Digital Book Encoder (UDBE) Eldakar et (@D06), facilitating the electronic publishing wiulti-lingual
electronic documents.
The UNL system will play a major role in the disseation of knowledge and offer a powerful platfofor inter-
lingual communication in furtherance of the purpagesustainable development, intercultural undeditegy and
dialogue, and peaceful sharing of economic andasearld resources. ISAUC will augment the visidntlve BA in
becoming an international center of excellence gisire latest technology to make the works of maressible to
people worldwide. The success of UNL will incredise propagation of BA's digital library through tbenversion of
Arabic digital resources such as the Nasser caledb multiple languages through the Internetaddition to the
universal use of the BA Library Information System.

2 The Digital Archive of President Gamal Abdel-Nasgevailable at http://nasser.bibalex.org




This paper describes the encoding module inmachine communication system that encodes Atakicdnput to
a hyper semantic network according to the Univeléatworking Language (UNL) framework. It is orgaez as
follows: Section 3 presents the Universal Netwogkioanguage. Section 4 describes the structure efAtabic
dictionary used in the ‘Encoding process’ (or ‘Em@ersion process’ in UNL technical terms). Secttois the main
section that discusses how Arabic structures afeoBwerted to UNL expressions. Section 6 presectmalusion and
future work. The decoding component that decodesélultant UNL expression to natural languageestdwith in
Alansary et al (2006) in this volume.

3. The UNL System.

UNL is an acronym for “Universal Networkinginguage”. It is an artificial language in the foofisemantic
network for computers that resides in the cyberldvts express and exchange every kind of infornmatldNL is a
“language” for computers (different from a “compulenguage”) that expresses information and knogdeith digits,
the characters that all computers understand capsble of encoding contents from any naturaldagg into UNL and
then decodes it into any other natural languagelL Wsnguage enables peoples to build the “bankshwfnan
knowledge from and to diverse natural languagesidic(1996), Uchida et al (2002a), Uchida et aD&)0.

UNL represents information, i.e. meaningjteace by sentence. Sentence information is repiedeas a hyper-
graph having Universal Words (UWs) (See section13.2s nodes and relations as arcs. This hypehgiamlso
represented as a set of directed binary relatieash between two of the UWs presented in the seatém addition to
the core meaning of the sentence, the UNL expresfmsnation classifying objectivity and subjectivi Objectivity is
expressed using UWs and relations. Subjectivigxressed using attributes by attaching them to UWe following
subsections go in some more details with the UNdtesy to an extent to make it easy to deal withikdetdormal
description of Arabic in UNL formalism.

3.1 The UNL System Components
The UNL System consists of three major components:

1) Language ResourcesThey are divided into language dependent partlanguage independent part. Linguistic
knowledge on concepts that is universal to evarglage is considered as language independent dredstmred in the
common database, UNLKB. Language dependent resolikeeword dictionaries and rules, as well assbfware for
language processing, are stored in each languagersd.anguage servers are connected through tternkt.
Supporting tools for producing UNL documents canused in a local PC. Such supporting tools opewvdth
consulting language servers through the Internetifi¢ation of UNL documents can be carried oubtigh the Internet
or in a local PC. UW Gate for searching and mairiitgj the common database UNLKB operates throughrieenet.
Figure (1) shows the structure of the UNL systewr (fore details about the structure of the systén)chida (1996)
and Uchida (2002b)).
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Figure (1): Sructure of the UNL System

2) UNL Converters: They are engines used to develop a grammar férleaaguage to store it on each language server
which are connected through the Internet. Thesgerters are th&EnConverter andDeConverter which are the core
software in the UNL system. The EnConverter corsveratural language sentences into UNL expressidhs.
Universal Parser (UP) is a specialized versionhef EnConverter. It generates UNL expressions fromotated
sentences using the UW dictionary without usingrgretical features. All UNL expressions are veriflgdthe UNL
verifier. The DeConverter converts UNL expressitmsiatural language sentences. Figure (2) showsdehanism
how a UNL document is made and how a UNL documertonverted into natural languages in the UNL syste
Arrows in solid line show dataflow, arrows in brokiéne show access.
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Figure (2): Mechanism of conversion of UNL

a) EnConverter:

Enconverter is a language independent parseptbsaides synchronously a framework for morphotagji syntactic
and semantic analysis. It is designed to achiewdabk of transferring the natural language tolthg format or UNL
expressions which are semantic networks made wpssft of binary relations, each binary relatiomasposed of a
relation and two UWSs that hold the relation. A lineelation of UNL is expressed in the following yva

<relation> ( <uwl>, <uw2>)

EnConverter should work for any language by symgdapting a different set of the grammatical ridesl Word
Dictionary of a language. For this purpose, thecfiom of EnConverter should be powerful enough éaldwvith a
variety of natural languages but never depend gnspecific language. As a result, the EnConversiapability of
EnConverter covers context-free languages, asasatbntext-sensitive languages.

EnConverter checks the formats of rules, anguistmessages for any errors. It also outputsifieenation required
for each stage of EnConversion in different levélith these facilities, a rule developer can easiévelop and
improve rules by using EnConverter. In generaljrigy(3) shows how EnConverter works.
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Figure (3): Flowchart of EnConversion process
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Firstly, converts EnConversion rules from text fatrmto binary format, or loads the binary formaid®nversion rules
directly if the rule file is already converted tmary format. Secondly, it inputs a string or & 6§ morphemes/words of
a sentence of a native language. Thirdly, it startpply rules to the Node-list from the initithte (the starting node of
the node list representing the input sentencefigee (4)).
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Figure (4): Initial state of the Analysis Windows and the Node-list.

Figure (4) shows the initial state of the Analygisndows and the Node-list, when the text of a secdes input. The
current Analysis Windows (A) are on the Sentencadeode (<<) and the input text (T). If a list obmphemes is
input, the Analysis Windows will be placed on thenfence Head node (<<) and the extreme left natagly the first
morpheme of the input. EnConverter applies EnCaiorrrules to the Node-list through its windowseTgrocess of
rule application is to find a suitable rule andake actions on the Node-list in order to creaté\Nd network using the
nodes in the Analysis Windows. It stops when eitherSentence Tail (>>) moves to the left Analysfiimdow or the
Sentence Head moves to the right Analysis Windose (f8yure (5)). Finally, the UNL network (Node-né&t)output to
the output file in the binary relation format of UNxpression.

@ v v @ @ Node-list

g
ElO)

5 @ Node-net

Figure (5): Final state of the Analysis Windows and the Node-net.

b) DeConverter:

DeConverter is a language independent generatbptbeides synchronously a framework for morphotagiand
syntactic generation, and word selection for nataolocation. DeConverter can deconvert UNL expiass into a
variety of native languages, using a different agfefiles such as the Word Dictionary, Grammaticalld® and Co-
occurrence Dictionary of each language. DeConvegtarerates target sentences of a native language {NL
expressions by applying deconversion rules. (chitlie (1996, 2001) and Alansary et al (2006) of thukime for more
information on the Deconverter)

3) Supporting Tools This is for producing UNL documents. They canused on a local PC. Such supporting tools
operate with consulting language servers throughlttternet. Verification of UNL documents can berieml out
through the Internet or on a local PC. UW Gateskarching and maintaining the common database UNaopé3ates
through the Internet.

3.2 UNL Language Components:

The UNL consists of Universal words (UWSs), Rielas, Attributes, and UNL Knowledge Base. The Ursat words
constitute the vocabulary of the UNL, Relations atwibute constitutes the syntax of the UNL andLUthowledge
Base constitutes the semantics of the UNL. Theofohg subsection will deal with UWSs, Relations aftiributes
respectively. The section will be ended with a ceteeexample of UNL graph.

3.2.1 Universal Words (UWSs): The Vocabulary of UNL.

A Universal Word represents simple or compound eptsc UWs are made up of a character string (atidbnag
language word) followed by a list of constraintbefe are three kinds of UWs. Basic UWSs, Restrittéds and Extra
UWSs (Uchida et al (2002)).



3.2.2 Relations: The Syntax of UNL.

Binary relations are the building blocks of UN&ntences. They are made up of a relation andUtve. The relations
between UWs in binary relations have different lateccording to the different roles they play. Tieations are
linguistically (semantically) based (Uchida (2008)d similar to those described by Fillmore (19@9)elation label
is represented as strings of 3 characters ordessthe following example:

agt (agent) relation: It indicates a thing in focus that initiates ani@tt An agent is defined as the relation between
UW1 (do) and UW2 (a thing) where UW2 initiates UWdonsider the following sentence: John breaks tassg As
“John” is the initiator of the action (a thing) atfateak” is the event (do), then UW1 will be repeted by “break” and
UW?2 will be represented by “John”. In this case,c@e hold aragt relation betweetdW1 andUW2.

3.2.3 Attributes: Expressing Subjectivity of the Spaker.

Attributes are mainly used to describe the subjggtiof sentences. They show what is said from sheaker’s
point of view: how the speaker views what is saithis includes phenomena technically called “speacts”,
“propositional attitudes”, “truth values”, etc. Atiutes are used to describe logicality of U\isies with respect to the
speaker, speaker’s view on aspects of event, speaker’s oifawference to concepts, speaker’s view of emphsus

and topic, speaker’s attitudes, speaker’s feelargsjudgments and attributes for convention.

4. Building the Arabic Dictionary

A UNL dictionary stores information for a languagé.stores information concerning what kinds of UWs
(concepts) the language expresses and where tluyds wan be used. A word dictionary stores thefdhg items:

1) Universal words for identifying concepts
2) Word headings for universal words that can expcessepts
3) Information on the linguistic behavior of words

A word dictionary provides information for compwen understand natural language, and expressmafan in
natural language. A dictionary entry consists ofoarespondence between a concept and a word, &mghnation
concerning morphological and syntactic propertiels @0 word when that correspondence was established.

Each entry in the dictionary has the following fatm
[HW] {ID} "UW" (ATTR,...) <FLG,FRE,PRI>;
For example: 5] {1} “boy(icl>person)” (CommonNoun,Sing,Masc....eX&A,0,0>;

In building this dictionary, we considered that thead word will be stem based because this maleedétivation of
plural nouns, for example, easier, without the nafeanother entry in our dictionary to expresspheal noun. In fact,
the design of the Arabic dictionary depends entical the approach by which the Arabic words havenbaealt with.
According to our design, the focus of attentiorgigen to the form of the head word of the entrydeskto fulfill
language analysis and generation tasks adequBteiyg this is twofold: first, it will make it podsie to avoid adding
all possible inflectional and derivational paradigyof each lexical item to the dictionary (e.g. @ast of storing,iesS~
Lie Sa | Sle sSa etc., OnlyasSa will be stored) (cf. Al-Ansary (2003)). Second,rtinimize the number of entries in the
dictionary which will give more efficiency in thenalysis and generation tasks and minimize the gsiog time. To
reach this target a detailed computational linguishalysis was conducted on the Arabic word foeaging an eye on
both analysis and generation of word forms at #mestime, given the fact that the same dictionhgukl be used in
both analysis and generation. Based on this cortipogd linguistic study the best computational foofrthe lexeme to
be stored to represent all its paradigms has hesohed.

5. EnConverting Arabic to UNL

The logical structure of Arabic EnConversion psxatarts by extracting concepts represented bwvtinds of the
sentence, and then link these concepts togethferio a semantic network of binary relations (the lUdkpression).
Therefore, the design of the Arabic EnConversidestis divided into two stages: the morphologigalgsis stage
followed by the ‘relation’ stage.

In the morphological stage the grammar perfonmasphological analysis of words in order to 1) agtrthe correct
UWSs and 2) assign each UW possible attributesefled. A number of challenges is faced; this isesgnted in the
segmentation of words into morphemes (words maybieletl different ways), in identifying each morpherteach



morpheme may have more than one function) and aosihg the correct UW (each morpheme may represent
than one concept (UW)). After the choice of UWs bhagn made, the relation stage starts by assigsengantic
relations between them. Different types of infotima have been stored with UWSs that enable thesrtdeperform
correctly in linking correct concepts together amdietecting what the semantic relation neededntobbetween them
is. The following subsections will deal with the rpbological and relation stages respectively inerbetails.

5.1 The Morphological Analysis Stage.

The Arabic language is formally written usingacdicters and diacritics. There are 3 basic diasriti Arabic, namely,
fatha (a), kasra (i) and damma (ou). Which haveatlimpact on the linguistic interpretation of Ai@atvords. Although
Arabic should be written with full diacritics to @ misinterpretations, or with mandatory diacstito minimize
ambiguities, most of written Arabic text, except fbe religious domain, lack full diacritics. A “man” reading Arabic
text is performing contextual analysis in permarmerand sometimes even backtracking in order tohrélae correct
interpretation of each word and hence the rightritias to be applied to the word prior to pronomgcit. Therefore, in
reading Arabic text, the application of “readingilas is the easiest part, and unlike Latin langsageist be preceded
by analysis, disambiguation and interpretationt tuéeel the task, read the following English seme: “jst t fl th tsk,
rd th fllwng nglsh sntnc”, which is the non-voweai version of the last sentence, in which “fl” abukpresent
(fileffoil/fool/feellfly/flee) and “rd” could reprsent (rod/road/read/red/raid/ ride) and so on. &foee, computational
processing of the Arabic language is considereti@® complex than its Latin counterpart, considgonly the issue
of absence of diacritics, which increases signifigathe amount of morphological and lexical amliligs resulting in a
chain of syntactic ambiguities.

5.1.1 Overview of Arabic Morphology.

The Arabic language has a very rich morphology. #8dn Arabic are constructed out of prefixes, sterfixes
and suffixes. The stem itself is composed of twsibalements: the root and the morphological patt€he root could
be a “tri root”, consisting of three characters,afquad root” composed of four characters. Theliegion of a
morphological pattern to a root generates a stelighwis the basic form of an Arabic word token. STHemonstrates
that Arabic displays both concatenative (lineard amon-concatenative (non-linear) morphology (fomdlioear
approaches to morphology in general cf. Kiraz (3996d Koskenniemi (1983), and to Arabic MorpholafyKiraz
(2001)). The Arabic language consists of about 6@@@s and 700 morphological patterns. Not all gratt could be
applied to a given root. The actual valid root-paitcombinations in Arabic generate around 150g18hs. Two thirds
of such stems are considered classical Arabic ahdtbe remaining 50,000 stems are those actuakyl in daily life.

As a Semitic language, Arabic verb formation isdabsn either triconsonantal or quadrilateral roatsich is not a
word in itself but contains the semantic core. €besonants: - « — &, for example, indicate 'write'. Words are formed
by combining the root with a vowel structure (maojagical pattern) and with affixes. Arabic verbandae divided
according to denudation and augmentation. (Figbedr according to strength and weakness (Figtie (

Arabic Verb |
|

[ Augmeria | [ Denuded ]

Quadrilaterz I Trilatera Quadilateral | Trilatera |

With one letter | With one letter I

With two letters I With two letters I

With three IettersI

Figure (6): classification of Arabic verbs according to denudation and augmentation.
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(assimilated) (hollow) (defective

Figure (7): classification of Arabic verbs according to strength and weakness.

Nouns on the other hand, can be divided into salid derivational. Derivational nouns are those sdbat have verbs
from which they are derived. Solid nouns are thoaseins that do not have such verbs. Nouns haverelitfe
morphological attributes that affect their appeaeain different sentence structures. Nouns (and tmedifying
adjectives) are either definite or indefinite (#és an article for the definite state only). A nda definite if it has the
definite article prefix (al-), if it has a suffixggronoun (kitaabu-ha I-gamil ‘her nice book’),ifi$ inherently definite by
being a proper noun, or if it is in a genitive doastion (Idafa) with a definite noun or nouns @dbu |-benti, ‘the book
of the girl’).

Arabic stems allow attachment of a wide ranggrefixes and suffixes. Prefixes in Arabic, for ewde, could be
prepositional ¢, &), coordinative § ), adverbial ), interrogative ij and to express future tense)( Suffixes have
a much wider range of functions; for example, tbay be used to express subject, object, possessiem (nominative/
accusative/ genitive), number (dual/ proper plygdnder (masculine/ feminine) and person (fiestosd/ third).

5.1.2. A Linear Approach to Arabic Morphology.

As Arabic displays a wide range of inflectiordaterivation, it gives rise to a large space of photogical variation.
The UNL formalism is designed to segment any Natuaaguage input according to the morphemes stovetthe
dictionary. This means that UNL deals with any inps a sequence of morphemes (linedrly)can not deal with the
derivational side of Arabic in a two-level approa@oot + morphological pattern) (cf. Al-Ansary (24f)).
Consequently, it is not possible to derive a waahf a root although the nature of Arabic morphol@gyon-linear.
Therefore, both of inflectional and derivationapests of Arabic should be dealt with concatenagivel be able to
adapt Arabic to UNL.

5.1.3. Formalizing Morphological Rules:

In order to make it possible for the morphotagicomponent to segment and identify the sequeho®rphemes in
the input, morphological rules are classified iftior groups:

a) The first group
This group focuses on segmenting and identifpirgfixes. It composes prefixes to their stems.

Example (1): Composing prefixes attached to verbs

-{T1,mor{21,AUG, "&@past,"TA,mor.&@past, TA}P252;
-0 . P252

This rule is used to compose verb prefixes likewhich has the feature (T1) to the stemsd” which has the features
(21, AUG) by giving the UNL attribute @past. Whéretrule applies, it gives the feature TA to prevapplying the
rule more than once on the same node. The featuw€ is used to block applying the rule outside therphological
phase.

It could be the case that a given attribute khbe added to a given node without the existericang prefix. For
example, the verb<ts” ‘wrote’ does not have a prefix to refer to thege. One possible solution is to rely on the
information stored in the dictionary beside othemrial cues: either to be preceded by a blank spade be in the
SHEAD node position. See example (2):

® For more detailed information on Arabic linear rasdcf. Beesley et al (2003).



Example (2): Adding Verb attribute (@past) without the existence of any prefix

{"A1,SHEAD,mor}{21,"AUG,"&@past, "TA,mor.&@past, TAP252;
{ SHEAD ¥ s } P252;

{~A1,blk,mor{21,"AUG,"&@past, "TA,mor:&@past, TA}(21)P252;
{2 ¥ i F5,)P252;

Note that although these rules insert the attrilf@gast) to verbs like<iS” ‘wrote’, but it could be a case of an

undesired analysis. It could be possible thai€” should be interpreted as a plural form of themtus”. But at this
point the grammar can not decide which conceptwloisd represents. . If any analysis is rejectedktvack rules will
deal with the situation later on in the grammare Bame process occurs with nouns, once the grahmesax possibility
of a given noun stem preceded by a nominal preée, example (3)

Example (3): Composing prefixes attached to nouns:

-{AL1,PN,mor}{ST,19,mor:&@def}P252;
-{ Jd ¥ pra P252;

According to this rule, if the definite articlel” is attached to any noun stem, it will be compogethe noun giving
it the UNL attribute @def.

The rule in example (4) is the same as that in @karf8), however it does not give the same attelf@def) because
the stem is an adjective not a noun.
Example (4): Composing prefixes attached to adjectives:

-{A1,PN,mor{ST,22,mor.DEF}P252;
{ J X b } P252;

Note that adjectives will take the feature DEFéfer to the agreement between the noun and thetadj¢hat follows.
It is veryimportant at this point to differentiate betweenlUattributes and linguistic features used in thengmar. For
example, there is an essential difference betwé@def” and “DEF”. The former is an attribute thatlvide appear in
the final UNL expression, the hyper semantic nekwbiut “DEF” is a pure linguistic feature used bgans of the
author of the grammar to restrict the applicatibrnutes.

It may occur that the definite article is preeedy another prefix like a prepositiod
(5) deals with the situation.

and “<". The rule in example

Example (5): Dealing with more than one prefix

-{PN,A1,LOC"DIRC,morH{ST,mor:&@def,PP,loc}P252;
il Ju H cala }P252;

This rule states that if the sequende™opens a word, it could be interpreted ds+<). Accordingly, the node under
investigation will take two pieces of informatiofhe first is the UNL attribute “@def” and the sedds the linguistic

feature “PP” (prepositional phrase) and this préoel phrase is a locative (loc). Both of PP dod’ are used later

on in building semantic relations between concepts.

b) The second group

This group of rules deals with suffixes. Lefhgmosition rules are used to compose suffixes tw ghem. This group
of rules applies in two successive phases. The fiinase is during the segmentation of the input mbrphemes
according to the dictionary while the second oraftier segmentation has been accomplished.

During the first phase, the segmentation phasdixeafof nouns and adjectives have been dealt v@timsider the
following rule example:



Example (6): Composition during the segmentation phase:

+{ST,19,8,mor{A2, A2.2,N2,R1.1,mor:&@pl,FEM}P252;
+H glaal | <l }P252;

The rule in example (6) states that if a plural iférme suffix is attached to a given nominal stehe feature “FEM”
will be assigned to this stem. Also, the UNL atitd “@pl” (plural) will be assigned to this stem. the case of an
adjectival stems, the node representing this stéhb&assigned the feminine feature (FEM) but that UNL attribute
(@pl). See the rule in example (7):

Example (7): Composition suffixes of adjectives during the segmentation phase:

+{ST,22,mori{A2, A2.2,N2,R1.1,mor:FEM}P252;
+H{ dma Y &l } P252;

During the second phase, the after-segmentatioeeplsme nodes may be considered unnecessary enedbthb, it
will be marked for deletion. Consider the followinge in example (8):

Example (8): Composition suffixes after segmentation:

+(FEM){21,fix}{O,R1.1,fix}P252;
+HAb) Gl W yp2s2;

This rule states that if a verb is followed by dject feminine pronoun and this verb is precedea ligminine noun,
this could mean that this object pronoun is refigriio this feminine noun, so this pronoun is n@Emneeded and will
be deleted later.

¢) The third group:

This group of rules is used to insert nodes dnatimplicitly expressed in the Arabic input. FExample, when a verb
like “w_=" ‘hit’ occurs in a sentence without an agent, ttoele “»” will be inserted to play the implicit role of the
agent. See the following rule in example (9):.

Example (9): Node insertion rule.

{(SHEAD){21,NMAGT ">agt,fix, "#INSE:#INSE}"[»]:#INSE, blk,fix"(FS)P255;
{(SHEAD) g }" s "(.)P255;

This rule inserts a node for the pronous] because the left node is marked by a masculieatagjven the conditions
a) the left node should be preceded by the SHEADtha right node should be followed by a final stop

d) The fourth group:

This group of rules deals with deleting unneagssodes. This type of rule works in the aftermsegtation phase.
See the following example:

Example (10): Deleting unused nodes after segmentation.

DR{SHEAD}{RE}P255;
DR{SHEAD}{ s }P255;

As the UNL system does not make relations betweertesces; it deals with sentence by sentence,fther# the

prefix “s” opens a sentence, this means that it can not loetog®njoin two concepts and will be deleted ato#s not
have any role in assigning any semantic relation.



5.1.3.1 A corpus-based example of morphological alyais:

In this subsection a concrete example will baldwith to make the morphological analysis cl¢he, first stage in
EnConverting Arabic texts to UNL. This example ie®f the sentences taken from our running corpus.
Example:

S0 il 5 alall ¢ 8l Alehs iany Cogas alladl il (g laae (o LS pal Aias Al 50 8 L i iy il Aalle 56
The following list of figures traces morphologigatocessing, step by step, until the output of gtege has been

released. Processing starts by examining the isfauting from the initial state and the first moepte detected by
means of the dictionary. See figure (8) below:

[ "you" (A2,SV,A2.1,N1,R3.1,P2,T1,S) <A,0,0>;
[](} "she" (A2,SV,A2.1.N1,R1.1.P3,T1.S.F) <A,0.0>;
[]{} "I" (A2,SV.A2.LN1,R3.1.P1.TLS) <A.0,0>;
[](} " (ALT2.PV.F) <A.0,05:
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Applied rule

:{SHEAD}{"mor:maM

Figure (8)

As shown in figure (8), the left Analysis Window jiaced on the Sentence Head (<<) and the extreght mode,

namely the first morpheme of the input)( The right node is marked for carrying out moiplgical analysis by the
feature ‘mor’. This allows to morphological rules apply on the morpheme:). As it is clear from figure (11), the
morphological rules examine the first possibiligr the morpheme in the right Analysis Window. Istteif it can

represent the concept ‘you’ (this is denoted byltbleled line in the box representing possible t@rgéthe morpheme
under investigation). However, one of the morphmalgrules (backtrack rules) rejected this intetgtien as this

concept (‘you’ realized by the morpheng)) can not occur in Arabic as a prefix (Figure (9))

[<]{} "you" (A2,SV.A2 1N1,R3.1,P2,T1.S) <A.0,0>;
[<]§ "she" (A2,SV,A2.1,N1,R1.1,P3,T1,S,F) <A,0,0>;
[]{} "I (A2.SV.A2.I,NL.R3.1,P1,TLS) <A,0,0>;
[]{} " (ALT2PV.F) <A.0,0>;
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Applied L rule
?R{SHEAD}{A2,mor:

Figure (9)

The next possibility is under testing, to considiee morpheme <) representing the concept ‘she’. Again, this
possibility fails as this morpheme will be conseltias a suffix. The backtrack rule in figure (9) Wwe repeated until it
succeeds with the fourth possibility to consider thorpheme<) as a prefix (Figure (10)).

* This sentence is taken from Al-Ahram newspapeur3ttay 19 January 2006, Issue number 43508.



[<]{} "you' (A2,SV,A2.1,N1,R3.1,P2,TLS) <A,0.0>;
[]{} "she" (A2,SV.A2.1.N1,R1.1,P3,T1S,F) <A,0,0>;
[]{} "T" (A2,SV.A2.1.N1,R3.1,P1,TLS) <A.0,0>;
[<18 " (ALT2,PV,F) <A,0,0>;
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Applied b rule
A{mor}{"mor,"\STAIL, "ix:

Figure (10)

In figure (10), the next possible morpheme detettgdneans of the dictionary isl€). It will be given the feature

‘mor’ to permit morphological rules to apply onghiode. In figure (11), the dictionary suggests tha right hand
window could be interpreted as a form d&* in the present tense.

1 "you' (A2,SV.A2.1N1,R3.1,P2T1,S) <A.0,0>;
1 "she" (A2,.SV.A2.INLRI.1P3.TLS,F) <A,0.0>:
) 'I" (A2SV,A21 NLR3 1 PL.T1,$) <A0.0>;
a4 " (ALT2,PV,F) <A,0,0>;
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Applied b  rule

-{T2,A1,F,mor}{21,ANAGT,TA,mor.&@pres

Figure (11)

In figure (11), once the EnConverter found suitabiections for the left and right analysis windpwas right
composition rule will be apply to compose the verbfix to the verb stem. Having reached this, tightranalysis
window wiII be assigned the UNL attribute @presamd will be marked for a feminine agent.

[JUU @[J
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Applied b rule
DR{:blk}{BLK;

Figure (12)

In figure (12), the right analysis window moveshtigard and detects a blank follows. The EnConvetétects blanks

automatically and assigns them the feature “BLKthwout the need to define them in the dictionaryaris are word

boundaries , therefore, the right node deletior (the applied rule in figure (12)) is carried tmtdelete blank spaces
giving the feature “blk” to the word that precedes.
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Applied JL rule
R{SHEAD} {m

Figure (13)

After the deletion rule has been carried out, th€&hverter moves backwards to check if there isratgythat can be
applied on the new composed nodes. As there isleacan be applied on the new nodes, as seenuref(d3), a right
shift rule is applied to move the analysis winddwshe right.

[4«i4] §§ "French(icl>language)” (ST,19,LANG) <A,0,0>;
[ ] {} ""French(aoj>thing)" (ST,22) <A,0,0>;
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Applied b rule
2R{"LANG,"A1,"TAG,"SAY

Figure (14)

As seen in figure (14), the dictionary retrieve® tpossible analyses for the word-£ 3", The first is % %" as one
morpheme representing the concept “French languaghile the second is 28" + “3” as two morphemes
representing an adjectival concept + a femininé>suéspectively. The grammar tries the first pbdiy to consider
“4ws A" @ morpheme representing the concept “French laggiu However, this possibility fails as, accordiogour
consulted corpus, this concept is most probablggited by a say verb or by the morphersd’.” Therefore, the
backtrack rule in figure (14) tries to find anotlsaution. In figure (15), the other alternativetiied: to consider the
right Analysis Window which contains a morphemd tlegresents an adjectival concept followed bymaiiine suffix.
As the dictionary provides that the left analysiadow represents a feminine concept, the secongsiaas preferred.

© o boot

~
<<) (J58) (st Adle) [eonsi 8] [3] () () crrialls oalal o) Ales inty G gus allall il (g0 faae o Ll pal Bl A o >>)|

Applied rule

+{ST,22,mor{A2,A2.2,R1.1,mor:

Figure (15)

Accordingly, the applied left composition rule iigdre (15) is carried out to compose the femininffixs “3” to the

adjective (. In figure (16), the EnConverter moves right astdps by a new node which ig#". The engine
retrieves possible interpretations for the new node

Iu’lh "' (A1,T2,PV) <A,0,0>;
[} " (25.L0C) <A0,0>;

L Ll

~
G</ U5 (il e () [ ][] (9 () ool ol 30 ey iy e ol il 5o 12 o ol B [1>> )

Applied JL rule
?R{A1,T2,mor{21:

Figure (16)



The EnConverter tries the first alternative fgi™which is a prefix expressing the present tensg reeds a verb (in
the present tense) after it, so the back trackfarl¢he right node in figure (16) rejects thisusition because the node
following this verb prefix is a blank space notexlw.

[ " (ALT2,PV) <A0.0>;
A1 " 25,LO0C) <A,0,0>;
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Applied rule
+{ST,19,morl{A2,A2.2,R1.1,mor:FE

Figure (17)

After selecting the suitable interpretation for therpheme &8, the EnConverter moves to the next nodes, naitiely
“wla"and %" (figure 17). The two nodes are interpreted as a noun followed teminine suffix, therefore, the suffix
is composed to its stem by the applied left contfmosiule. In this case the analysis windows wélinoved backwards
to check if there is any rule which can be appbiedhe two nodes after composition (figure (18)).

[} "" (AL, T2,PV) <A 0,0>;
A8 " (25,L0C) <A,0,0>;

b bbbl

(«j 8 () e (R ) [od] [ ] () (Som) il o) 0 Al ity g el il s ol L, [ > )

Applied ||, rule

DL{25,LOC "DIRC,mor{ST,mor:PP

Figure (18)

In figure (18), the EnConverter found out that ¢hisra rule that can be applied on the previougs.o#l deletion rule is
applied to delete the left node leaving a traceéhenright node marking it as a start of a Prepamsiti Phrase (PP) and
that the deleted preposition is locative (loc).

[<23a]§} "talk(icl>action)" (ST,19,R2.1) <A,0,0>;
[€23s]{} "recent(aoj>thing)" (ST,22) <A,0,0>:
[€23=]{} "up to date(aoj>thing)" (ST,22) <A,0,0>;
[<2=]{} "new(mod<thing)" (ST,22) <A.0,0>;
[E2as]{} "new(aoj>thing)" (ST,22) <A,0,0>;
[¢4=]{} "modern(aoj<thing)" (ST,22) <A,0,0>;
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Applied JL rule
?L{R2.1,mor}{R1.1,SN

Figure (19)

Having finished with %.1,2", the EnConverter moves right and retrieves frtwa dictionary the possible entries for the
next possible nodeZs” (figure 19). “talk” is not a possible interprei@t of the left node because it is masculine noun
that can not be feminine by adding the feminindistf”. Therefore the backtrack rule in figure (19) applto find
another solution for&uas” that supports a following feminine suffix.



[<a]{]} "talk(icl>action)" (ST,19,R2.1) <A,0.0>;
[<=a]{} "recent(aoj>thing)" (ST,22) <A,0,0>;
[=2a]{} "up to date(aoj>thing)” (ST,22) <A,0,0>;
[<2a]{} "new(mod<thing)" (ST,22) <A,0,0>;
[<2a]{} "new(aoj>thing)" (ST,22) <A,0,0>;
[<2a]{} "modemn(aoj<thing)" (ST,22) <A,0,0>;
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Applied rule
+{ST,22,mor{A2,A2.2,R1.1,mor:F

Figure (20)

A suitable solution is the second alternative aswshin figure (20); it is an adjectival concept.igfalternative is
suitable as the right condition window has a femgnnoun. Therefore, it could be possible for tliemto be followed
by a feminine adjective representing an adjectbeaicept. In this case, the rule in figure (20)ppleed to compose the
suffix “3” to its stem to form the nodéifx",

[21{} "" (ST,19,10) <A,0,0>;
Ii] { "" (A1,T2,PV) <A,0,0>; [21{} "conduct(agt>thing,obj>thing)" (21,D-F,ANAGT,OBJ.AUG) <A,0,0>;

74 " (AL TL,PV)<A.0.0>;
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Applied {l, rule
?R{A1,T2,mor{"21,mor:

Figure (21)

The two analysis windows move to the right and sipghe node I" which has two possibilities. The first is a prefi
representing the present tense and the secongrefia representing the past tense. The EnConvddes not have at
this point enough information to decide which typk prefix “” is. Therefore, the first choice will be selected
considering the ™™ as a present tense prefix. As for the right asialyvindow, the available interpretation is a noun,
which does not go with the verbal prefix in thet lefalysis window. Consequently, the backtrack mlégure (21)
tries to find another alternative for it.

[21{} " (ST,19,10) <A,0,0>;
(18 " (A1,T2,PV) <A,0,0>; [2]{} "conduct(agt>thing,obj>thing)" (21,D-F,ANAGT,OBJ,AUG) <A,0,0>;

14} " (ALTLPV) <A0,0>;
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Applied dl, rule

Figure (22)

According to the above choices in figure (22), tlve nodes will be composed and the verb in thetnigtde takes the
UNL attribute @present. The Analysis Windows mawéhie right to examine the next node as showrguré (23).



€18 " (A2,A2.1,SN,N1,R1.1,AF,L2) <A,0,0>;
[44} " (A2.A2.1,SN,N1,R2.1,AF,L2) <A0,0>;

[<]{} "you" (A2,SV,A2.1N1,R3.1,P2,T1,S) <A.0,0>:
[<]{} "she" (A2,SV,A2.1,N1,R1.1,P3,T1,S,F) <A.0,0>;
[<]{} "I' (A2,SV,A2,1.N1,R3.1,P1,T1,S) <A.0,0>:
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Applied rule
?R{21,mor}{SN,mor:

Figure (23)

The first possibility faced is to interpret thehichand node as a nominal suffix. This will be c&el by the backtrack
rule in figure (23) as the left node is a verb.

[&0{} "' (A2,A2.1,SN.NI,RI.1,AF,L.2) <A.0,0>;
[€]8 "" (A2,A2.1,SN,N1,R2.1,AF,L2) <A,0,0>;
[<1{} "you" (A2.SV,A2.1N1,R3.1,P2T1,S) <A.0,0>;
[<]{} "she" (A2,SV,A2.1.N1,R1.1,P3,T1,S.F) <A,0,0>;
[©1{} "I (A2,SV,A2,1.N1,R3.1,P1.T1,S) <A,0,0>;
[<1{} " (A1T2PV.F)<A.0,0>;
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Applied | rule

?R{21 ,mor}{SN,mor:ﬁM

Figure (24)

Unfortunately, the second alternative for the righalysis window is also another type of nomindfiswhich will be
rejected by the same backtrack rule applied inrd@3). The EnConverter will try to find anothdéteanative.

[3]{} "' (A2,A2.1.SN.N1.RI.1,AF.L2) <A.0,0>;
[€1{} "" (A2.A2.1,SN.N1,R2.1,AF,L2) <A,0,0>:

[©18 "you'' (A2,SV,A2.1,N1,R3.1,P2,T1,S) <A,0,0>;
[<]{} "she" (A2.SV.A2.1N1RI1.1.P3.T1.S.F) <A.0,0>:
[<]{} "I" (A2,SV,A2.1,N1.R3.1P1,T1,S) <A,0,0>:
[<1{} " (ALT2.PV.F) <A,0,0>:
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Applied JL rule
?{D-F,"blk,mor{"P3

Figure (25)

Although, the third alternative in figure (25) israrbal suffix which is rejected because of thadiment of the suffix
‘<" ‘you’ to the defective verb should not delete the finablv letter. This suffix should be attached to tbiemf
“w»l" not “_al") so the back track rule in figure (25) is appltedind another alternative.



[WI{} " (A2.A2.1.SN.N1.R1.1,AF,L2) <A.0,0>;

[©]{} " (A2,A2.1.SN.N1,R2.1,AF,L2) <A,0,0>;

[S1{} "you" (A2,SV.A2.1.N1,R3.1.P2.T1.S) <A 0.0>:
[<1{} "she" (A2,SV,A2.1,N1,R1.1,P3,T1,S,F) <A,0,0>;
[<1{} "I" (A2.SV.A2.1,N1,R3.1,P1,T1,S) <A 0,0>;
[=1{} " (ALT2,PV.F) <A.0,0>;
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Applied rule
?R{21,&@present,mori{SV, T

Figure (26)

After the right node is selected the back track ial figure (26) will be applied to exchange thebvim the left node
which is supposed to be in the present tense bedhassuffix " ‘she’ is always attached to verbs in the passéen
The back track rule does not find any other verlihi@a same form in the past tense. Therefore, th& Wwill be
decomposed back intd],[[,s]. The back track rule will return back to the stiepfigure (21) and select another
alternative for the prefix * so it will be changed to a prefix representimg tpast tense not the present as was
erroneously decided in figure (21). The new situats shown in figure (27).

[a1{} " (ST.19,10) <A,0,0>:
[52]18 "conduct(agt>thing,obj>thing)" (21,D-F,ANAGT,OBJ,AUG) <A,0,0>;
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[43 " (A1.T2,PV) <A.0.0>;
18 "" (AL TLPV) <A,0,0>;

Applied JL rule

-{T1,mori21,AUG,*"&@past,*TA,mor:

Figure (27)

After the left node has been exchanged, the rightpmsition rule will be applied and gives the nemmposed node
“ 2" the UNL attribute @past (instead of @present)e EnConverter continues moving to the right tile ttwo
analysis windows are standing o] and [«]. Steps described in figure (23) will be repeatatll the morpheme<”
is interpreted again as “she” after which the objgonoun %" is recognized as “shelit”.

[*]{} "she/it" (A2,SV,R1.1,A2.1,P3,0) <A,0,0>;
[la]{} "she/it" (A2,A2.1,SN.N1,R1.1,AM,L2.NPRO) <A,0.0>:
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Applied rule
R{mor}{mor}P.

Figure (28)

After the morphemel" has been recognized, the EnConverter didn't dimg other morphological rule to apply so, it
moves to the right by the right shift rule in figu¢28). No rule is detected to apply in this sitatwhich leads the
EnConverter to move again applying the same rigtt aule till it reaches the nodei:" in the left analysis window
and the node!™ in the right analysis window (figure (29))



g "" (A1,T1,PV) <A,0,0>

[} "2" (A2,SN.N2,R3.1,E,L1,NUM) <A 0.0>

['1¢} "" (A2.A2.2.SN.N1.C) <A.0.0>

['1{} "you" (A2.8V.A2.1.N2.R3.1,P2,T2/T3,C2/C4.8) <A.,0.0>:
['1{} "they" (A2.SV.A2.1 N2.R2.1.P3.T2.C2/C4.S) <A.0,0>:
14} "they" (A2,SV,A2.1,N2.R2.1,P3,T1.S) <A.0,0>;

['1{} "" (A1.T3PV)<A.0.0>:
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Applied JL rule

I ?R(blk){"blk,"SHEAD,*A1,"PUNCT "TAG,m

Figure (29)

Unfortunately, the interpretation of the right nadenot suitable for the left node, as it considaesright window as a
verbal prefix while the left node is a noun. Congagly, the backtrack rule rejected the right node.

P} T ALTLEV) <A 0.0>

183 "2" (A2,SN,N2,R3.1,E,L1,NUM) <A,0,0>;

74} " (A2.A2.2.SN.N1.C) <A.0.0>;

[} "you" (A2,SV.A2.1N2.R3.1,P2.T2/T3.C2/C4.S) <A.0.0>;
[74} "they" (A2.SV.A2.1,N2,R2.1,P3.T2.C2/C4.S) <A,0,0>:
[} "they" (A2.SV.A2.1,N2,R2.1,P3.T1.S) <A.0,0>;

[1{} " (A1.T3.PV) <A.0.0>
Ol ©

N . .
l<< st cilygad Adle A b a0 &aa el @l (o) (222) [1] o] () (&) crdinll s galall ol dilesy siniy Gigu Qlladl i, [>>

Applied JL rule
?L(ST){E,mor}{"&@def,"SN,*

Figure (30)

The other solution that is shown in figure (30)rements a suffix which can be considered tempgrsuitable as it is a
nominal suffix preceded by a noun. Accordinglymbves right stopping byc«" in the right node. At this point, the
EnConverter, realized that the left node was ngd@d interpretation as it is followed by a prepositwhile a noun is
expected in this slot after this type of suffix€he morpheme!™ which was interpreted as a dual suffix occurs amly
case of construct state ‘Idafa’, e.g. the suffixim "Il LiS" ‘the two books of the student’. According to thew
situation in figure (30), the backtrack rule stat$§ind another interpretation for the previousefided suffix.

¢} " (A1.T1PV)<A.0,0>;

[1{} "2" (A2.SN.N2.R3.1.EL1NUM) <A 0.0>;

P18 " (A2,A2.2,SN,N1,C) <A,0,0>;

¢} "you'" (A2.SV.A2.1.N2,R3.1,P2.T2/T3,C2/C4.S) <A.0,0>;
[7{} "they" (A2.SV.A2.1 N2.R2.1.P3.T2.C2/C4.S) <A.0.0>;
[1{} "they" (A2,SV.A2.1N2R2.1.P3.T1,S) <A 0,0>;

[1{} "" (A1.T3.PV)<A,0,0>;
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Applied JL rule
+{ST,mor}{A2,A2.2,C,mor

Figure (31)

As the EnConverter could find another suitable totufor the suffix ™, the nunnation suffix, it returned back one step
to test if this new interpretation of the right modould have a morphological relation with the jas node ',
Fortunately, a composition rule has applied to farmew node!sx".
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Applied b  rule

+{ST,19,"8,mor}{A2,A2.2,N2,R1.1,mor:

Figure (32)

In figure (32), the EnConverter moves right to gmalthe next morpheme. The possible analysis féomnthe left node
is a noun followed by a plural feminine noun suffixthe right node. The suffix is composed to tleeninal stem by
means of the composition rule above attaching tR& Bittribute “@pl” and the linguistic feature toetimoun.
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Applied rule
DL{25,"LOC,ADIRC,mor}19 :

Figure (33)

In figure (33), the EnConverter continues afterltiet node detected stopping at the prepositiodelation rule deletes
the preposition marking the next node as a staatmepositional phrase (PP).
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Applied o rule
-{A1,PN,mor}{ST,19,mor:&

Figure (34)

In figure (34) the EnConverter detects a defiaitécle in the left node followed by a noun in tfight node. A right
composition rule applies to compose this prefikgstem giving the stem the UNL attribute “@def”.

[¢18 "I (A2,A2.2,SDET2,L2) <A,0,0>;
[s]{} "" (AL.T2,PV) <A,0,0>;

[s]{} "' (A2,A2.2,SN,N3,R2.1,E.L1) <A,0,0>;
[s1{} " (A2,A2.1,SN,N1,R3.1,AM,OP) <A,0,0>;
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Applied JL rule
?R{blk,mor}{A2,mor:

Figure (34)

As we have illustrated earlier in figure (12), whbe blank space is deleted the preceding wordsttie feature ‘blk’,
accordingly, we can determine word boundaries. Eguently, the right node in figure (35) is rejectede a suffix as
it is preceded by a ‘blk’. The back track rule e&ating with the situation to consider the right aa@s a prefix instead.



[£]{} "I" (A2,A2.2,SDET2,L2) <A.,0,0>;

[€18 " (ALT2,PV)<A0,0>;

[<]{} "T" (A2,A2.2,SDET2,L2) <A,0,0>;

[€]{) ™ (A2,A2.2,SN,N3,R2.1,E,L1) <A,0,0>;
[£]{} " (A2,A2.1,SN,N1,R3.1,AM,OP) <A,0,0>;

L bbbl

<
G;J,a: gl dalle iy Al dios jale b Gl lae cld (Al (Casw) ] [,:x]()(w)@)mbwu\wﬂlxﬁu_

A

Applied rule
-{T2,A1,mor}{21,ATA,mor:&

Figure (36)

Deciding the left node to be a prefix for the praseense made the interpretation of the right nmdégure (36)
predictable as a verb. Therefore, the right nodepmsition rule is applied to assign the verb thelLUtribute
“@present”.
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Applied QL rule

DL{FDET,mor}{21,mor,&@present:-&

Figure (37)

After the application of composition rules, the Em@erter moves backward to check if there is afgiotule that can
apply on the composed node. According to figurg,(®%® EnConverter discovered that a deletion cale be applied to
delete the node-2 =" replacing the UNL attribute “@present” of thelitgnode with “@future”.
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Applied b, rule

{"A1,blk,morK21,"AUG, "&@past,"TA,mor:

Figure (38)

As the EnConverter is moving, the next possiblepheme is interpreted as a paradigm of the ve&j ‘build’ giving
the right node the UNL attribute “@past” (figure3jR

[*]§ "she/it" (A2,SV,R1.1,A2.1,P3,0) <A,0,0>;
[w]{} “she/it" (A2,A2.1,SN,N1,R1.1,AM,L2,P3) <A,0,0>;
[s1{} "he" (A2,P3,SV,A2.1,0) <A,0,0>;

[s]{} "his" (A2,A2.1,SN,N1,R2.1,AM,L.2) <A,0,0>;

[18 " (21,D-F) <A,0,0>
[<1{} "" (mor,25,A,PN,LOC) <A,0,0>;
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Applied JL rule
?{D-F,*blk,morl{O

Figure (39)



However, this is not correct because this vertmisimaugmented defective verb with final vowel delet This means
the object pronoun4” is not expected to follow; the steriv® should be used instead of¥". Therefore, the backtrack
rule in figure (39) is applied to find another g@n for the right node suitable for the left node.

[w]{} "she/it" (A2.SV.R1.1,A2.1,P3,0) <A,0.0>;

[W]§ "she/it" (A2,A2.1,SN,N1,R1.1,AM,L2,P3) <A,0,0>;

15 " GLDw A, [1} "he” (A2,P3.8V,A2.1.0) <A.0.0>;
[S10) ™ (mor.25.A PN.LOC) <A.0.0>, [J{} "his" (A2,A2.1,SN,N1,R2.1, AM.L2) <A,0,0>;
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Applied J rule
?R{21,mor}{SN,mor:S

Figure (40)

However, the second possibility selected fet' is a nominal suffix which is not appropriate 6 this slot (figure

(40)).

[]{} "she/it" (A2,SV,R1.1,A2.1,P3,0) <A,0,0>;
[w]{} "she/it" (A2,A2.1,SN,N1,R1.1,AM,L2,P3) <A.0,0>;

2 [1{} "he" (A2,P3,SV,A2.1,0) <A,0,0>;
#1{} """ (21,D-F) <A,0,0>; " on
{i]lg ((m 0r25)APN . [s1{} "his" (A2,A2.1,SN.N1.R2. . AM,L2) <A.0,0>;
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Applied rule
?{D-F,"blk,mor}{O,m

Figure (41)

Another backtrack rule rejected this selection.tAsre is no other&” in the dictionary, the EnConverter starts to
divide this node into smaller nodes to find a maftherefore the next possibility is the object mon =" (figure

(41)).

[W]{} "she/it" (A2.SV.R1.1,A2.1,P3.0) <A.0,0>:
[W]{} "she/it" (A2.A2.1.SN.N1.R1.1,AM,L2,P3) <A 0,0>
: [s]{} "he" (A2.P3.SV,A2.1.0) <A.0.0>;
: 21,D-F) <A,0,0>;
{‘;"]'({}} (tnorZS)APNLOC)<A00> [e1{} "his" (A2,A2.1,SN.N1,R2.1,AM,L2) <A,0,0>;
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Applied JL rule
?R{21,mor}{SN,mor:

Figure (42)

Again, the EnConverter rejects the right node aadktvacks for another solution (figure (42)). Thastl possibility
available is the possessive nominal suffix whichasmally rejected as there is a verb that precedes

Having tried all the possibilities of the righode without any positive result, the EnConvesteifts backtracking
options to the left node and tries to find ano@ution. As at this point, there is no other solutor the left node, the

EnConverter tries to divide it into other smalledes. Therefore, the possibility of™ to instantiate the left node is
under investigation as in figure (43).



[c]{} "" (21,D-F) <A,0.0>;
[<18 "" (mor,25,A,PN,LOC) <A,0,0>;
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Applied JL rule
+{ST,mor}{A2,A2.2,R1.1,mor:FE

Figure (43)
With this semi-success in applying rules, the AsayWindows move one step right which results suiéable solution

for the word 444" as a noun followed by a nominal feminine suffiXith the application of the composition rule in
figure (43), the stem in the right node is givea thature FEM because of the suffik “
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Applied o rule

-{25,morKST,TIME,mor:time,PP

Figure (44)

As a result of the composition that occurred irufeg (43), the EnConverter moves one step backwarihtl out
whether or not another rule can be applied on tve composed nodes (figure (44)). As the left nada preposition
and the right window is a noun, they will be comgmbsogether by means of the rule in figure (443igasng the feature
“time” to the stem in the right node. In additidnmarks the right node as starting a prepositiéttabse (PP).
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Applied b rule
-{A1,PN,mor}{ST,19,mor:&

Figure (45)

The analysis windows are moving right detectingadicle in the left node followed by a noun in thght node. As
shown in figure (45), the two nodes are composgdtter and the UNL attribute “@def” is given to tight node.
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Applied b rule
-{A1,PN,mor{NUM

Figure (46)

The next morphemes are the definite article and\thimeral noun on which the composition rule is apin figure
(46) without giving the stem “@def” because offitst of speech.



[c418) "you' (A2,8V,A2.1,N1,R1.1,P2,T2,C1,S) <A,0,0>;
[ed]{} "2" (A2,SN.N2,R2.1,L2,NUM) <A,0,0>;

[d4} " (A2,A2.2. SNUM) <A.0,0>;

[od4} " (A2,A2.2 SNN2,R2.1.12) <A ,0,0>;

[£]{} " (A1,T2,PV) <A,0,0>;

[¢]{} "I" (A2,A2.2,SDET2,L2) <A,0,0>;

[€]{} " (A2.A22SNN2.R2.1.ELI) <A 00>,

[¢]{} " (A2.A2.1.SN.N1.R3.1,AM,OP) <A 0,0>;
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Applied{l, rule
?R{ST,mor{SV,mor:S

Figure (47)

The next morpheme under investigation is the suffithe Numeral Noun. The first interpretation igeabal feminine
suffix which is rejected by means of the backtradk in figure (47) as the previous rule is noesb.

[:04} "you" (A2,SV.A2.1,N1,R1.1,P2.T2,C1,S) <A,0,0>;
[c4]8) 2" (A2,SN,N2,R2.1,L2,NUM) <A,0,0>;

[]4) " (A2,A22,SNUM) <A 0,0>;

[} " (A2,A2.2,SN.N2,R2.1,L2) <A,0,0>;

[€]{} " (ALT2.PV) <A,0,0>;

[¢]{} "T" (A2,A2,2,SDET2,L2) <A,0,0>;

[¢]{} " (A2,A2.2.SN,N2,R2.1,E,L1) <A,0,0>:

[¢]{} " (A2,A2.1,SN.N1,R3.1,AM,OP) <A,0,0>:
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Applied rule
?R{NUM,mork*SNUM,"B

Figure (48)

Again the right node is rejected as it is not secaorpheme for Numeral noun of the type in therlefle.

[} "you" (A2,SV,A2.1.N1,R1.1,P2,T2,C1.8) <A,0,0>;
[]{} "2" (A2,SN,N2,R2.1,L2NUM) <A,0,0>;

[H]8 " (A2,A2.2,SNUM) <A,0,0>;

[} " (A2,A2.2,SN.N2,R2.1,L2) <A,0,0>;

[} " (AL T2,PV)<A,0,0>;

[S]{} "I (A2,A2.2,SDET2,12) <A 0,0>;

[S]{} " (A2,A2.2,SN,N2,R2.1,E,L1) <A,0,0>;

[s]} " (A2,A2.1,SN,N1,R3.1,AM,OP) <A,0,0>;
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Applied b,  rule
+{NUM,mor{A2,A2.2,SN

Figure (49)

Finally, the rule in figure (49) could compose ttese morpheme to its Numeral stem as the rightefhdodes are
compatible to each other.
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Applied (b rule
L{mor:-mor,fix::{STA

Figure (50)

The final move of the EnConverter is in progressiehit defines a final punctuation mark followed e STAIL
(figure (50)). Having detected the STAIL, the En@erter realizes that the end of the sentence has teached. The
following is the output of the morphological anadysf the sentence described in section 5.1.4:

[I>>]c yiadl 5 sl yll/Ades/ Sixiy/allall/culal/ase /o)l /ey pal/Aan /Al jo/Aas i/l sad dalle /d 55/ <</
[<<{} ™ (SHEAD) <.,0,0>:.[K}
[Js€]{}"'say(agt>thing,obj>thing)" (mor,blk,&@present, TAFAGT,21,ANAGT,0OBJ,SAY) <A,0,0>;.[I{}
|-[<]3 ™ (mor,AL1,T2,PV,F) <A,0,0>;.[1{}
[-[J8{} “"say(agt>thing,obj>thing)" (mor,21,ANAGT,OBJ&Y) <A,0,0>;.[1{}
[wLsladle]{} "linguist(icl>person)" (mor,blk,ST,19,AN,FEMXA,0,0>;.[]{}
[A8] {}"French(aoj>thing)" (mor,blk,FEM,ST,22) <A,0,0>{]]
[-{4] {} "French(aoj>thing)" (mor,ST,22) <A,0,0>;.[I{}
-5 ™ (mor,A2,A2.2,SN,N1,R1.1,L2) <A,0,0>..[[{}
[ ] {}"study(icl>activity)" (mor,blk,FEM,PP,loc,ST,19,VRA,0,0>;.[[{}
[-los2] {}"study(icl>activity)" (PP,loc,mor,ST,19,VP) <A,0,08{}
-8 ™ (mor,A2,A2.2,SN,N1,R1.1,L2) <A,0,0>;.[I{}
[4a] {} "recent(aoj>thing)" (mor,blk,FEM,ST,22) <A,0,0K}
[{<u=] [{} “recent(aoj>thing)" (mor,ST,22) <A,0,0>;.[|{}
-[5] "™ (mor,A2,A2.2,SN,N1,R1.1,L2) <A,0,0>..[[{}
[~} "conduct(agt>thing,obj>thing)" (mor,&@past, TAJ2D-F,ANAGT,0BJ)

<A,0,0>.[1{}
| -{T1,mor:::{21,AUG,"&@past,"TA,mor:&@past, TA::}P252;

-[16 ™ (mor,A1,T1,PV) <A,0,0>:.[[{}
[-[>21{} "conduct(agt>thing,obj>thing)" (mor,21,D-F,ANGT,0OBJ) <A,0,0>;.[1{}

[ "she/it" (mor,A2,SV,A2.1,N1,R1.1,P3,T1,S,F) sB,0>;.[1{}

[w]{} "she/it" (mor,blk,A2,SV,R1.1,A2.1,P3,0) <A,0:0.[1{}

[Cf{} ™ (mor,blk,DET2) <A,0,0>;.[1{}

['+2=]{} "number(qua<thing)" (mor,blk,ST,QUA,19) <A,0:0.[I{}

=]} "number(qua<thing)" (mor,ST,QUA,19) <A,0,0>}}

-G ™ (mor,A2,A2.2,SN,N1,C) <A,0,0>;.[1{}

[<\]] {} "language(icl>science)" (mor,blk,&@pl,FEM,PP,ST,¥%),0,0>;.[1{}
[{&] {}"language(icl>science)" (PP,mor,ST,19) <A,0,0>}L[[

[-[<'{ " (mor,A2,A2.2,SN,N2,R1.1,L1) <A,0,0>;.[|{}

[~={} "world(icl>region)" (mor,blk,&@def,ST,19,AN) 4,0,0>;.[|{}



[-[JI{} ™ (mor,AL,PN) <A,0,0>;.[1{}
|-[A=]{} "world(icl>region)" (mor,ST,19,AN) <A,0,0>;.[{}

[Jaw]{} "disappear(obj>thing)" (mor,blk,&@future, TA,2AUG,0BJ) <A,0,0>;.[I{}
-l<]{ ™ (mor,A1,T2,PV) <A,0,0>;.[I{}
|-[J5x]{} "disappear(obj>thing)" (mor,21,AUG,0BJ) <A,C0.[I{}

[2%){} "end(icl>time)" (mor,blk,FEM,PP,loc,ST,19,TIME<A,0,0>;.[[{}
|-} "end(icl>time)" (PP,loc,mor,ST,19,TIME) <A,08.[I{}
- ™ (mor,A2,A2.2,SN,N1,R1.1,L.2) <A,0,0>;.[I{}

[04] {}"century(icl>time)" (mor,blk,&@def,ST,19) <A,@>;.[I{}
[N § ™ (mor,AL,PN) <A,0,0>;.[1{}
|-[oA] {}"century(icl>time)" (mor,ST,19) <A,0,0>;.[I{}

[21" {}[oerdall 5 a2 (mor,ST,NUM,22) <A,0,0>;.[I{}
| +H{NUM,mor:::H{A2,A2.2,N2,mor:::}P252;

[F[21" {}[dadls 1" (mor,ST,NUM,22) <A,0,0>;.[1{}
| | -{AL1,PN,mor:::¥NUM,mor:::}P252;

[ I3 ™ (mor,A1,PN) <A,0,0>;.[1{}

[ 21" {}[ %) 2" (mor,ST,NUM,22) <A,0,0>;.[1{}
[-[e:d} ™ (mor,A2,A2.2,SN,N2,R2.1,L2) <A,0,0>;.[I{}

[} ™ (mor,PUNCT,FS) <A,0,0>;.[1{}
[>>]{} " (STAIL) <.,0,0>;.[1{}

Based on the morphological analysis (segmentatimhidentification of the nodes of the sentence)iveiisal words
below are generated to be ready to receive semaitditions in the next stage of the grammar:

say(agt>thing,obj>thing):01.@present
linguist(icl>person):05
French(aoj>thing):0l
study(icl>activity):0S
recent(aoj>thing):0Y
conduct(agt>thing,obj>thing):15.@past
she/it:17

she/it:18

number of(qua<thing):1E
language(icl>science):1M.@pl
world(icl>region):1T.@def
disappear(obj>thing):23.@future
end(icl>time):29
century(icl>time):2H.@def

21:2N

"."30

After finishing the morphological analysis, athdes in the sentence will be marked in a way\lhianot make them
targets for morphological rules anymore. A leftfishile is applied from left to right to mark evenpde with the
feature “fix” to denote the end of morphologicabfrsis (figure (51)). Finishing marking nodes, drealysis windows
will reach the beginning of the sentence and staiitling semantic relations between the Universakrif§ generated in
the previous stage.
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Applied {l, rule

L{mor:-mor,fix}{fi

Figure (51)
5.1.4 Building semantic relations (Hyper Semantic Btwork):

After the morphological analysis stage has temomplished and UWs have been extracted, the sfaggsigning
relations starts. At this point it is very importda clarify the following two points. First, relahs in the UNL system
are binary; this means that the relation stage ainbsiilding relations between every pair of UWsc&d, constructing
semantic relations is a shallow form of semantresentation which is a case-role analysis, whiehntifies roles such
as agent, patient, source, time, purpose, andndgisti. Automatic, accurate and wide-coverage tiegtes that can
annotate naturally occurring text with semantieesolnd relations can play a key role in NLP apfiboa such as
Information Extraction, Question Answering and Susmization. Shallow semantic parsing — the procésssigning a
simple WHO did WHAT to WHOM, WHEN, WHERE, WHY, HOW&tc. structure to sentences in text, is the psoces
of producing such a markup (Johnson (1988)).

Every sentence contains a main predicate oria ammcept that the speaker focuses on. Every gagalin turn has a
number of arguments which completes the meaninghef predicate. Every argument may have modifieet th
complete/elaborate the meaning of the sentencefirases. Arguments can be classified into two typemary and
secondary. Primary arguments are those argumesitsath necessary to complete the meaning of thg ¥ee main
predicate of the sentence. This primary argumerdoime sentences is not mentioned but we undergtdram the
whole sentence. Examples of primary argumentsagent, patient and goal. Secondary arguments areegessary for
completing the meaning of verb. They are modifigrat are different from one sentence to anotheaniptes of
secondary arguments are: manner, reason, and purpos

According to what is mentioned above, our desifythe relation stage is divided into two sub-stagrhe first sub-
stage aims at constructing relations between UWsesenting modifiers while the second sub-stagdsdeith
constructing relations between UWSs representing rtien skeleton of the sentence. This section walhtimue
discussing in some more details how the UWs geegritom the sentence discussed in section 5.11& lirkked
together till a UNL hyper semantic network is gexted.

5.1.4.1 A corpus-based example of formalizing semimrelation:
In figure (51), trace is stopped by the endeaxfrsenting and identifying morphemes of the sentemcker analysis.

By the end of applications of left shift rules, tleeus of the EnConverter is given to the beginrohghe processing
(SHEAD) and the first node in the node list (figse)).
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Applied + rule
R{SHEAD:::}{fix:::

Figure (52)

As the system is still on the first node, it cobkl normal to understand that no rule can applyréfbee, the grammar
moves one step right (figure (53)).
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Applied * rule
R{fix::: }{fix:::

Figure (53)

After the right shift rule has been applied, thié fnalysis Window is on the nodée &) and the right analysis window
is on Ll 4lle), again no rule applies because the first rightd@t@mn window is an adjective which might be
considered as a modifier to the right node. Theegfthe right shift rule applies to move analysiadews to the next
node in order to give priority to Iink modifiers Ibeir heads first (figure (53)).
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Applied * rule

<{19,fix::a0j:22,"NOB

‘ ‘ ‘ ‘ ‘ Applied rule
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Figure (54)

As the left analysis window is or:{ s+ 4lle) and the right analysis window is ob-{_3), and the dictionary supplies
information about the parts of speech of the twdesp the rule in figure (54) applies to hold anj*gmeans ‘thing
with attribute’) relation between the two conceps.a result of applying the rule, the right nodaves the node list to
the node net. It is very important at this poinhtie the direction of semantic relations in UNkthe current case, the
right node assigns the relation while the left nodeeives this relation. After application of thaof” relation, the
Analysis Windows move back one step to test wheth&ot another rule can apply on the ‘new’ lishofles, after the
departure of¥i %) from the node list.
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Figure (55)

Moving back, the left analysis window is afis{) while the right analysis window is os{s+l 4dle), an “agt” relation
applies between the two nodes making the left ntihdeyerb, assigns the relation and the right rredeives it (figure

(55)). Accordingly, after the departure efl(sx! i) from the node list, the analysis windows movekbi@cexamine
the new situation.
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Applied + rule
R{SHEAD:::}{fix:::

Figure (56)

Returning back, the EnConverter discovers thastag of the processing (SHEAD) has been reachaih atherefore,
a right shift rule applies to move the flow of pessing to next node (figure (56)), as happenedréafidigure (52).
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Applied * rule
R{fix:::{fix:::

Figure (57)

After the right shift, the left analysis window & (Js&) and the right analysis window is of«(2) no rule applies
because the first right condition window is an atije which might be consider as a modifier to tight node.
Therefore the right shift rule applies to move e hext node to give priority to link modifiers toeir heads first
(figure (57)).
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As the left analysis window is ori~{_2) and the right analysis window is oiu{), and the dictionary supplies
information about the parts of speech of the twdesp the rule in figure (58) applies to hold arj‘aelation between

the two concepts as the two nodes agrees in nuamttegender. As a result of applying the rule, tgbetrode leaves
the node list to the node net. After applicationtled “aoj” relation, analysis windows move back tep to test

whether or not another rule can apply on the nstoli nodes, after the departure éf2§) from the node list.

Figure (58)
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Applied * rule
R{fix::: }{fix:::

Figure (59)

In the new situation in figure (59) although thé lenalysis Window is a verbJ(s) and the right window is a noun
(31,2) which might be linked together with a given radat but this decision is delayed because the rightt condition
window is a verb and the noun in the right analygisdow might be a modifier to this verb. Therefaitee right shift
rule applies to test the next node.
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Applied * rule

R{fix::: }{fix:::

Figure (60)

When the EnConverter stops By\(9) and (), it realizes that the right node is a verb. Asréhis a pronoun which
follows the verb, according to the design adoptlkd,EnConverter tries to construct a relation betwie verb and its
pronouns first. Consequently, the EnConvertes tiiefind the agent first as the verb is marked ao’ transitive verb
in the dictionary. Therefore, the right shift ritefigure (60) works to shift the processing onepstight.
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Applied * rule
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Applied rule
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So far, the left analysis window is opa{), the right one is on{) and the dictionary supplies information about the
parts of speech of the two nodes, the rule in &g#rl) applies to hold an ‘agt’ relation betweea two concepts. As a
result of applying the rule, the right node leatles node list to the node net. After applicationtled “agt” relation,
analysis windows move back one step to test whetheot another rule can apply on the new list afies, after the
departure of{) from the node list.

Figure (61)
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Applied * rule
R{fix::: {fix:::

Figure (61)

When the EnConverter stops Byl(:3) and ()a/), also no rule can apply because the first rigfitdondition window is
a pronoun and the EnConverter gives priority t&ihig the verb to its pronoun first. Therefore, tight shift rule in
figure (62) works to shift the processing one stgpt.
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Figure (63)

As for the situation after the movement to the tigie left analysis window is a verba{) which is preceded by a noun
that agrees with the pronoun that follows the vdrherefore, the priority is given to consider theun in the left
condition window as the object of the verb in te& hnalysis window; the pronoun that follows thexb makes this
possibility more probable. This highlights that tleéation between the pronoun and the verb is rédunbecause it is
expressed by the noun that precedes the verb. diogty, the rule in figure (63) is applied to conseathe pronoun to
the verb. The analysis windows move back one sté@st whether or not there is rule to apply onrtbw node list.
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Applied rule

ﬂ

Figure (64)

Unlike in figure (63), the verb in the right anak/svindow in figure (64) is preceded by a nounibig not followed by
a pronoun, therefore, a rule is applied to constaacobj’ relation between the left and right nede figure (64). After
the right node has left the node list, the analysislows move back to test whether or not thewerigle applicable on
the new node list.



| |
e eE

@[J 58] [Aul ] (Of) <l laae Alladl s Alesy o pdially galall o 0 @

Applied rule
\i

I<{21,ﬁx "SCN'+SCN::}{19,VP,PP,IOC fix::scn:}(®
‘ \ Applied rule

>> [d)u] (0f) il tase Alall oty Ay (il g (goladd (1 Kj

Obj
=agt

Figure (65)

Now the left analysis window is o &) and the right one is oA<{_-). As the right condition window is on an object
marker () for verbs like that in the left analysis window figure (65), the ‘scn’ (scene ‘virtual world’) la¢ion is
applied. The node net so far can be seen in fi(ie

bb@@

[J}m] (o) (1aae) clad Allall iy Aty (o siinll 5 galad) ¢y 531 >>

Applied + rule
R{SHEAD:::

Figure (66)
The EnConverter moves left where it discovers that start of the processing (SHEAD) has been rehelyain,

therefore, a right shift rule applies to move thenf of processing to next node (figure (66)), apgened before in
figure (52).
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Figure (67)

In figure (67), no rule applies between the ver:) and its object marketf), therefore, a right shift rule is applied to
move inside the object clause expected after tfecbmarker.
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Figure (68)
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Still in figure (68), no relation can be held betmethe object marker and the noun the follows etloee, a right shift
rule applies to examine the next node.
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Figure (69)

As a result of the right shift the left analysisndbw is on {x=) and the right analysis window is oal{)). The left node
is tagged in the dictionary as capable of holdingea’ (quantity) relation under certain contextetefore a ‘qua’
relation is between the two nodes (figure (69)).
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Figure (70)

As a result of the right shift, the left analysindow is on ¢xl) and the right one is opl&l)). The situation of two

successive nouns where the first one is indefiaitg the second is definite highlights a ‘mod’ rielatbetween them.

As the result of applying the rule in figure (78¢tright node leaves the node list to the nodethetefore, the analysis
windows move back to the left seeking for possiblations. However, nothing applies which leadsEh€onverter to

move right.
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Figure (71)

As a result of the right shift, the left analysi;idow is on ¢&) and the right one is ons). There is ‘obj’ relation
which applies between them as the right node isra which is tagged in the dictionary as an ‘oceerb that does not
need an ‘agent’. As the result of applying the rudigure (71) the left node leaves the node tiisthe node net.

Therefore, the analysis windows move back to testright node with previous node (the one that gules the left
node) (figure (72)).
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Figure (72)

As a result, the left analysis window is @) @nd the right one is ons¢s) and there is no rule to apply, therefore, the
right shift rule applies to move the flow of theopessing to the next node. Nothing applies, aralygidows continue
moving right till the nodes in figure (73) are rbad.
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Figure (73)



The ‘aoj’ relation is possible betweepf') and (xé=ll 5 sasll) as the left node is a noun followed by an ordinal
number. As the result of applying the rule in figu73) the left node leaves the node list to théenoet, giving the
possibility to &) and () to be tested against each other.
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Figure (74)

The ‘mod’ relation formally occurs between two nsdehen they are successive where the first omelfinite and the
second one is definite. As the result of applyimg ttule in figure (74) (the right modification riil¢he left node leaves
the node list to the node net. As happens afteapipdication of rules, analysis windows move back etep to test the
possibility of the application of any rule that Heesen previously inapplicable.
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Figure (75)

When the analysis windows are gf{) and ), ‘tim’ relation formally occurs between them basa the left node
is a verb while the right node has the feature ‘EIMiven the condition that this right node is fiolowed by neither
an adjective nor any node that has the feature E1Ms a result of applying the rule in figure (A left node goes
to the node net.
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Figure (76)

As a result of the application of the previous rtite left analysis window is oo} while the right one is onsy), and
the condition window that follows the right analysvindow is a FS (full stop). The FS marks the efithe object
clause of the say verl £&). Accordingly, the right analysis window is taggeih the feature ‘SCOPE’ which will be
used later to hold an ‘object’ relation betweenhmle clause and the say verb (figure (76)). Basethe application
of the rule of the attribute changing in figure }7ée analysis windows move left and stopsda€) and () (figure
(77)). At this situation, a deletion rule is appli® delete the object marker as it is preceded &3y verb and followed
by a SCOPE. In addition the object markg) {s no longer needed as the object clause has determined. Because
of the deletion of the object marker, analysis wiwd move one step left (figure (77)).
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Figure (77)

As the EnConverter reaches the SHEAD, nothing applirherefore, a right shift rule works to shife thnalysis
windows to the right to find applicable rules.
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Figure (78)



As a result of right shift the left analysis windasvon (&) and the right one is oni). The rule in figure (78) is
applied making an ‘obj’ relation between the ledde and the scope headed by the node)(
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Figure (79)

The semi-final situation is that the left analysisdow is on {s&) and the right one is on a full stop (FS). Therefihe
rule in figure (79) is applied to delete the FS.heppens after the application of rules, the aimlyindows move left

reaching the SHEAD. As no rule in this situatiorrjght shift rule applies to shift the analysis dinws to the right to
find applicable rules.
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Figure (80)

As a result of the right shift, the left analysigndow is on {s&) and right one is on (STAIL). As the EnConverter
reached the final state (the STAIL), the rule igufie (80) is applied to give the last node in tbdenlist the attribute

‘@entry’. The last node remains in the node lighis main predicate of the sentence. Finally, istghuation, the UNL
expression is generated as follows:



{org}

{/org}

{unl}

obj(say(agt>thing,obj>thing):01.@entry.@present, 1) :0
scn(say(agt>thing,obj>thing):01.@entry.@presentudicl>activity):0S)
agt(say(agt>thing,obj>thing):01.@entry.@present,ngdist(icl>person):05)
aoj(French(aoj>thing):0l, linguist(icl>person):05)
obj(conduct(agt>thing,obj>thing):15.@past, study@ctivity):0S)
aoj(recent(aoj>thing):0Y, study(icl>activity):0S)
agt(conduct(agt>thing,obj>thing):15.@past, she:17)
tim:01(disappear(obj>thing):23.@entry. @future, écid{ime):29.@def)
obj:01(disappear(obj>thing):23.@entry. @future, laage (icl>science): 1M.@def.@pl)
mod:01(language(icl>science):1M.@def.@pl, worldfielgion):1T.@def)
qua:01(language(icl>science):1M.@def.@pl, numbeéguaf<thing): 1E)
mod:01(end(icl>time):29.@def,  century(icl>time): ZBidef)

aoj:01(21:2L, century(icl>time):2H.@def){/unl}

[/S]

;;Done!
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6. Conclusion

The UNL system maybe thought of as interlindua, it has a number of other features that maketiter suited for
semantic inference than most of other interlinglraparticular the following can be highlighted:

a) The set of Universal Words with universal interptiEins ontologically built in information, e.g.
cholera(icl>disease) which characterizes cholemmtgpe of disease.

b) It has a small and simple set of predicates witfakyi relations.

c) Itincludes a Knowledge Base connecting the Unalefgords as a weighted graph of relations.

d) Itis economic as the same dictionary is used alysis and generation.

e) The dream of language independent semantic analysis

f) The world wide efforts in developing mechanisms ¢onverting language into UNL and vice versa, 15
language centers have been established so far.

g) UNL can replicate the functions of natural languaigjehuman communications.

h) The UNL provides a mechanism for inferring.

i)  UNL supports useful applications for multilingualcgety i.e. to represent contents written in amglaage
and to generate any other language.

The EnCoding of Arabic structures in terms opdrysemantic networks in UNL format was complefelysible. It
was possible to adapt Arabic morphology to UNL xtract concepts. Some challenges have been fagalige of
homographic ambiguities but they are controlledaso Constructing semantic relations between tsiedf Universal
words generated in the morphological stage was péssible. Constructing relations between modifinst then
between UWSs representing the main skeleton of trgesce is proved to be a powerful design as ipduklin
controlling the application of the rules and pretegihoverlapping between them. Elaborated this Weeyrepresentation
of Arabic structures in terms of UNL- based hypemantic network could be accomplished which reprsséhe
encoding component in an interlingual system fonmmeachine communication in natural language coelddilt. This
semantic network can be decoded back to any nalamguage given decoding rules and dictionary &f térget
language. Some problems are remaining e.g. salettin correct possible segmentation of the word dealing with
collocations in the morphological phase, and autantBetection of constituent boundaries and colitiglcoordination
in the relation phase which represent the mainehgés of the future work.
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